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ABSTRACT

The proliferation of big data has significantly expanded the quantity and breadth of
information throughout the DoD. The task of processing and analyzing this data has
become difficult, if not infeasible, using traditional relational databases. The Navy has a
growing priority for information processing, exploitation, and dissemination, which
makes use of the vast network of sensors that produce a large amount of big data. This
capstone report explores the feasibility of a scalable Tactical Cloud architecture that will
harness and utilize the underlying open-source tools for big data analytics.

A virtualized cloud environment was built and analyzed at the Naval Postgraduate
School, which offers a test bed, suitable for studying novel variations of these
architectures. Further, the technologies directly used to implement the test bed seek to
demonstrate a sustainable methodology for rapidly configuring and deploying virtualized
machines and provides an environment for performance benchmark and testing. The
capstone findings indicate the strategies and best practices to automate the deployment,
provisioning and management of big data clusters. The functionality we seek to support is
a far more general goal: finding open-source tools that help to deploy and configure large
clusters for on-demand big data analytics.
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l. INTRODUCTION

A. MOTIVATION
1. Cloud Computing

Cloud computing has revolutionized the way ahead for Information Technology
(IT). It has changed the physical and logical architecture of the business. It can be
described as:

A large-scale distributed computing paradigm that is driven by economies of

scale, in which a pool of abstracted, virtualized, dynamically-scalable, managed

computing power, storage, platforms, and services are delivered on demand to
external customers over the Internet. [1]

In general, cloud computing is a colloquial expression with varying
interpretations; however, it is commonly expressed in terms of anything that involves the
delivery of hosted service(s) via the Internet on demand. In broad terms, the hosted
services are broken down into three categories: Software as a Service (SaaS), Platform as
a Service (PaaS), or Infrastructure as a Service (laaS). Cloud computing has transformed
the IT infrastructure to provide scalability, rapid deployment, full transparency for
managing operating costs, elastic services and shared resources. The cloud has a vital role
on how we align IT to support mission and business requirements. Various organizations
and entities attempt to define “Cloud Computing,” creating ambiguity with the “true”
definition. While ambiguity does exist with the definition, the common goal behind cloud
computing remains the same. In September 2011, the National Institute of Standards and
Technology (NIST) defined cloud computing as: “A model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider interaction.
This cloud model is composed of five essential characteristics, three service models, and
four deployment models” [2]. This has become the most widely accepted definition of

cloud computing. NIST lists the same five essential characteristics: On-Demand Self



Service, Broad Network Access, Resource Pooling, Rapid Elasticity, and Measured
Service [2].

Cloud computing relies on sharing resources instead of having local physical
servers handle specific applications or services. This Internet-based computing moves the
work from an organization’s resources, such a physical servers, computers, applications,
and devices to the Internet. The IT infrastructure is shared between pools of systems
linked together. Through virtualization, cloud computing is maximized through on-

demand delivery of computing resources to global customers in a cost effective manner.

As the U.S. Navy moves more of its operations to cloud computing models, it will
simplify the overall administration and oversight of its IT infrastructure. This allows IT
organizations to focus more of their efforts on addressing mission requirements and
needs. The elasticity of cloud architectures affords organizations the dynamic deployment
needed depending on their specific mission. The most widely used terms are the public
and private clouds. Public clouds share resources as a service over an Internet connection,
whereas in private clouds, the cloud is honed behind a firewall with internally managed
services. The Department of Defense (DoD) is aggressively seeking out cloud adoption
due to its scalability, elasticity, mobility, and reduced overhead. Most organizations,
whether DoD or civilian, are seeking to reduce the operational costs of their IT resources.
The Navy is moving toward an innovative approach of the private cloud as a strategic
enabler for accelerating the continuous evolution of communication networks to achieve
optimal performance. The Navy Tactical Cloud and Intelligence Cloud are supporting

initiatives deployed to meet such net-centric performance.

Cloud computing is being adopted by the Military because it enables convenient,
on-demand network access to a shared pool of configurable computing resources
(networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction. To address
the emerging warfighter needs for enhanced Command, Control, Communications,
Computers, Combat Systems, and Intelligence (C5I), and other IT capabilities, cloud

computing moves the applications, data, and computing from traditional workstations and
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desktops to a modular, shared computing tactical cloud using virtualization at the Tactical

Operations Center.

2. Navy Tactical Cloud

Cloud computing offers a paradigm shift in the way IT services are delivered.
When cloud computing is combined with virtualization, the benefits to an IT
infrastructure prevail over traditional computing. Currently, Defense Information
Systems Agency (DISA) is the DoD’s only cloud service provider for all Naval shore
facilities. The Navy’s Consolidated Afloat Networks and Enterprise Services (CANES)
program is transitioning it’s afloat IT environments to cloud based computing. The
Intelligence communities have also begun to operationalize private cloud architectures
that process data with different classifications. In particular, various new and open-source
technologies have been adopted in the context of the Naval Tactical Cloud and the
Intelligence Cloud. Prominent among these technologies are those which allow
for the disseminated processing of large data sets across clusters of nodes and computers,
designed to scale up from single servers to thousands of machines. The Naval Tactical
Cloud and the underlying architectures support the tactical “big data” analytics that
provide shared situation awareness, encompassing all domains among geographically

dispersed forces in a digitally connected battlespace.

In the battlespace environment, enormous amounts of data are being collected,
stored, and disseminated to combatant commanders, warfighters, and decision makers. As
Navy sensors evolve, the volume, variety, velocity, and variability will expand on a daily
basis. The Navy demands big data cloud technologies to provide capability and agility

and ensure life cycle costs are kept to a minimum.

Tactical computing encompasses “all computations necessary to provide shared
situational awareness among geographically dispersed forces in a digitally connected
battlespace” [3]. Aligned with Admiral Vern Clark’s Sea Power 21 initiative, “The 21st
century sets the stage for tremendous increases in naval precision, reach, and

connectivity, ushering in a new era of joint operational effectiveness. Innovative concepts



and technologies will integrate sea, land, air, space, and cyberspace to a greater extent
than ever before. In this unified battlespace, the sea will provide a vast maneuver area
from which to project direct and decisive power around the globe” [4]. The Naval
Tactical Cloud and Intelligence Cloud introduce innovative capabilities to achieve
unprecedented maritime power and enhance decisive superiority in order to dominate the

unified battlespace anytime, anywhere.

B. STRUCTURE

Chapter | addresses the motivation behind the virtualized test bed cloud
infrastructure. It briefly discusses the necessity for seeking open-source tools which ease
the deployment and configuration of large clusters for big data analytics. It illustrates the
evolving proliferation of data throughout the DoD and the growing popularity for
information processing, dissemination, and storage within the Navy. The Navy Tactical
Cloud and the Intelligence Cloud are infrastructures are discussed as a way to simplify

management and oversight of the DoD IT infrastructure.

Chapter Il incorporates a Literature Review of several topics relative to the
virtualized test bed in our cloud computing environment. We focused on three primary
areas: VMware vSphere 5.1, Apache Hadoop, and Project Serengeti. The VMware
vSphere 5.1 suite encompasses several sub categories, such as the VMware ESXi
hypervisor, vCenter Server, vCenter Single Sign-On Server, vCenter Inventory Service,
and vCenter Inventory Tagging. The development and increasing popularity of Apache
Hadoop is also further described. This section was also divided into two significant
components: MapReduce and the Hadoop Distributed File System (HDFS). We included
the advantages of these powerful tools when dealing with large data sets. Further detail is
given to HDFS and how it operates its cluster in a Master and Slave architecture using
Name Nodes and Data Nodes. Lastly, this chapter describes Project Serengeti, a virtual
appliance which is employed to automate deployment and management of Apache
Hadoop clusters on VMware vSphere platforms. The architecture and the seven step

process of deploying a Hadoop cluster is described in this section.



Chapter 111 displays our Project Overview, which is divided into four phases
(Phase I-Phase IV). Each phase, summary, status, and appendices is illustrated in

Table 1. Each phase is further defined in succeeding chapters.

Chapter IV describes Phase | in further detail, which outlines the hardware and
software of the Center for Information Systems Security Studies and Research (CISR) big
data test bed. It is divided into sections, such as the hardware upgrade, vSphere ESXI 5.1
upgrade, the installation of vCenter Server 5.1, and vSphere Client 5.1. Other required
services, such as active directory support and database support were also discussed in this
Chapter. A visual representation is provided in Figure 9 for hardware and software

component details and their network configurations.

Chapter V describes Phase 11, which uses Serengeti to install Hadoop cluster with
its default operating system, CentOS 5.6. This chapter incorporates the installation of
Hadoop and the deploying of clusters using Project Serengeti. It also defines the
configuration and customization parameters within Serengeti. The architecture overview,
encompassing sequential provisioning steps to reduce deployment time is also illustrated
in this chapter. The software, network, and resource requirements are also introduced
which support Serengeti’s virtual appliance. The subsequent sections in Chapter V

provide information on the Serengeti virtual appliance installation.

Chapter VI describes Phase Il of the project and explores our first attempt to
modify the Serengeti virtual appliance (vApp) to use Fedora 18 vice the default CentOS
5.6 operating system. In addition to modifying the template, we attempt to deploy and
provision Hadoop clusters. This chapter illustrates the major challenges we have faced
with Fedora 18 and our observations throughout the phase in addition to our successes

and failures.

Chapter VII describes our final phase, Phase 1V, which explores the automation
process of Hadoop clusters by cloning with a modified template virtual machine (VM)
with a Fedora 13 operating system. This operating system used in the CISR MLS-aware
Hadoop test bed. In light of the wider range of available resources for Fedora 13,

documented experience with Serengeti was extremely scarce. This chapter illustrates the
5



major challenges we faced and the resources and strategies we used to successfully

complete this phase.

Chapter VIII summarizes the project, outlining our accomplishments, lessons

learned, and remaining work for future research.



Il. LITERATURE REVIEW

A. VMWARE VSPHERE 5.1

Headquartered in Palo Alto, California, VMware is a cloud computing and
virtualization software provider with a wide portfolio of products and services. The
company’s core concentrations are cloud-computing services, administrative and
collaboration tools, and software applications. This review will focus on VMware’s
vSphere 5.1 datacenter virtualization and management platform and the components that
are essential for administering the datacenter. vSphere is the virtualization enterprise
suite for VMware’s cloud computing virtual infrastructure. Together, the functionality of
these software and hardware components can be thought of as a “cloud operating
system.” VMware’s vSphere 5.1, released in August 2012, encapsulates two core
components, (1) VMware ESXi hypervisor and (2) VMware vCenter Server. Next, we

review the software stack comprising vSphere 5.1.

1. VMware ESXi

At the core of vSphere’s virtual architecture is the ESXi server. The ESXi
software is a hypervisor, the main software that manages and controls the virtualization
layer on a physical server (see Figure 1). VMware’s ESXi hypervisor is radically
distinctive from the company’s classic ESX 3.x and 4.x hypervisors, which it superseded.
In ESXi, VMware removed the (Linux OS based) vmnix service console, which
performed all of the local management tasks such as executing scripts and installing
third-party agents for hardware monitoring, backup or systems management. Currently,
management functionality has migrated to remote management tools. This new compact
architecture (less than 150MB vs. 2GB) is designed for integration directly into
virtualization-optimized server hardware, enabling rapid installation, configuration, and
deployment [5]. Leading server manufacturers such as Dell, HP, Fujitsu, IBM, and
Siemens are now building the VMware hypervisor directly into their x86 servers. As a

layer that operates independently from any general-purpose operating system, ESXi



claims to offer improved security, increased reliability, and a simplified management
console.

The ESXi hypervisor only runs on specific hardware platforms and support for
unnecessary devices has been removed, thus vastly reducing the kernel code [6]. With the
removal of the vmnix service console, all agents now run directly on the vmkernel and
management functionality is pushed to remote management tools. The vmkernel manages
the guest’s access to the host’s physical hardware, providing CPU scheduling, memory
management, and virtual switch data processing. All infrastructure services are provided
natively through modules included with the vmkernel. Other authorized third party
modules, such as hardware drivers and hardware monitoring components, can run in
vmkernel as well. For security considerations, only digitally-signed VMware modules are
permitted on the system, minimizing the introduction of arbitrary code [7]. Figure 1

provides a simplified overview of the vSphere ESXi architecture.
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Figure 1.  VMware ESXi Architecture (from [7]).



2. vCenter Server

vCenter Server is a centralized management utility for ESXi hosts and their
respective virtual machines deployed within the vSphere infrastructure (see Figure 2).
Essentially, it acts as a management proxy that executes all administrative functions on
ESXi hosts. Unlike ESXi, vCenter Server is licensed and sold separately and runs on a
dedicated Windows Server (or Window’s VM). From a single console, network
administrators have visibility into every level of the virtual infrastructure. In the absence
of vCenter Server, network/system administrators would face a number of challenges
such as independently managing all ESXi hosts, inability to create clusters and share
resources, and the inability to migrate VMs between hosts. Through vCenter Server, the
deployment, management, automation, and security services are centralized from a single
console. To enhance scalability, vCenter Server depends on a backend database
(Microsoft SQL Server, Oracle, or IBM DB2) to store data about the managed hosts and
VMs [6]. With the appropriate licensing scheme, vCenter extends the capabilities of the
hosts it manages.

Figure 2. VMware vCenter Server Architecture (from [8]).

VMware’s vSphere 5.1 introduced a number of new features supported by
vCenter. The three most notable components include: vCenter Single Sign-On Server,

vCenter Inventory Service, and vCenter Inventory Tagging.
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a. vCenter Single Sign-On

In vSphere 5.1, the Single Sign-On (SSO) service is a crucial component
of the vCenter Server suite. The SSO component centralizes authentication service used
by the vCenter Server, enabling vSphere software components and authorized users to
authenticate through a secure token exchange. The SSO integrates with Active Directory
and lightweight directory access protocol (LDAP) services for authentication. When
users log into vCenter, a token is issued to the SSO database, which authenticates the
user(s) against the configured identity source (Active Directory or OpenLDAP). Once
authenticated, the username and password gets substituted for a security token, which in
turn is used to access the desired vCenter component(s). Figure 3 summarizes the SSO

authentication process.

The Single Sign-On component must be installed before any portion of
vCenter 5.1 is installed. During the SSO installation, the following components are also
deployed: Security Token Service (STS), Administrative Server, vCenter Lookup
Service, and the RSA Security Support Provider Interface (SSPI) service.

Authenticate
® . .
@ Issue Token ® Authenticate

Lagn (user, pewd) S50 users
{user, pswd) f"

Web Client “W

®hutrgglcaw
= Local users
| \ Dhas ~

Login l@ Login 1 Login l@ Lagin l Login l
{Token) (Token) [Tokan) (Token) {Token)
— o Do

Figure 3.  Single Sign-On Authentication Process (from [9]).
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b. vCenter Inventory Service

The vCenter Inventory Service minimizes the processor load on the
vCenter Server by caching connections, queries, and client requests. The Inventory
Service’s primary role is to manage the vCenter Web Client inventory objects and
property queries requested by clients when users navigate the vCenter environment.
Installed as an independent component, the vCenter Inventory Service supports the
discovery and management of objects within the vCenter architecture.

C. vCenter Inventory Tagging

The Inventory Tagging service optimizes the client-server communication
channels by enabling users to create and add inventory object-level tags. These tags are

then used to organize and provide faster retrieval with inventory queries [10].

B. APACHE HADOOP
1. Hadoop Development

The amount of digital data being generated and stored has grown exponentially in
recent years. Data once measured in gigabytes, is now measured in terabytes, petabytes
and exabytes. Conventional database systems are not able to keep up with the demands of
massive data aggregation. The way we handle data has evolved due to these demands.
The Hadoop filesystem solution was created to help process data, leveraging clusters of
relatively low-cost servers. Costs grow linearly with the number of servers, and there is

no ultimate limit, in comparison to relational databases.

The processing thresholds of traditional database systems are incompatible with
the massive data processing requirements that companies such as Google, Yahoo, and
Facebook require for their data. They require advanced tools to search and process large
amounts of data efficiently. For some organizations, the size of these datasets is directly
attributable to significant global trends, such as the social media explosion, rise of global

ecommerce, popularity of smart mobile devices, and the data collection from sensors and
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ubiquitous computing devices. For these organizations, the ability to conventionally

consolidate, search and analyze datasets is overwhelmed.

Globally, organizations are racing to develop and deploy big data analytic
methodologies in order to take advantage of the obscured opportunities and insights
within their datasets. As big data analytics become a necessity, relational databases
struggle with variety of data input, such as structured, unstructured, semi-structured and
complex data. These issues motivate the MapReduce programing model and led to the
Apache Hadoop project, which presents a framework for distributed analytical processing

over big data.

2. Hadoop Structure

Apache Hadoop provides a suite of open-source software tools for distributed
computing. It is a software library that allows for the distributed processing of large data
sets across clusters of computers. Its features include the ability to scale up from single to
multiple machines while handling failures at the application layer. Hadoop is comprised
of several core modules: Hadoop common, HDFS, Hadoop YARN, and Hadoop
MapReduce [11]. Hadoop Common is a basic utility used to support the other modules.
HDFS provides high-throughput access to the application data. Hadoop YARN is the
framework for scheduling jobs and manages the clusters. Hadoop MapReduce, popular
for its large-scale batch processing and high-speed data retrieval, is used for parallel

processing of large data sets [11].

Hadoop operates its clusters in a master-slave architecture. The Name Node
serves the role as the master and manages the filesystem namespace, and allows access to
files requested by the system, including the metadata. There are three major categories of
machine roles in Hadoop deployment (Client Machines, Master Nodes, and Slave Nodes)
as shown in Figure 4. The Master Nodes are responsible for the HDFS and MapReduce
functions. The Name Node coordinates the storage function (HDFS), while the Job
Tracker carries out the parallel processing of data using MapReduce. Slave Nodes handle

all the machine tasks of storing data and running the computations. Each slave runs both
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a Data Node and Task Tracker daemon that communicate with the Master Node. The
Task Tracker daemon is a slave to the Job Tracker, while the Data Node daemon is a
slave to the Name Node. The Name Node retrieves the files, which are divided into one
or more blocks and are stored across the Data Nodes. There is typically only one Name
Node per cluster which is responsible for reconstructing information and managing the
storage. The Name Node knows about the Data Nodes and the Data Node knows about
the actual files. The Data Nodes perform all the work of the system, handling blocks
when directed by clients or the Name Node. They perform block creation, deletion, and
replication directed from the Name Node. Periodically, they report their block
information back to the master. The job of the Client machine is to load data into the
cluster, create MapReduce jobs describing how the data should be processed, and then

retrieve the results once complete.
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Figure 4.  Hadoop Server Roles (from [12]).
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As mentioned previously, businesses and governments have a tremendous amount
of data that needs to be analyzed and processed very quickly. Hadoop allows them to
separate data into smaller chunks, to spread these over multiple machines, and then to
process the data in parallel. HDFS is the primary distributed storage used by Hadoop
applications and MapReduce is the software framework for writing the applications that
process data in parallel across the cluster. These two components are discussed below in
further detail.

3. Hadoop Distributed Filesystem (HDFS)

The HDFS manages the storage across a network of machines. It is designed for
storing very large files with streaming data access patterns, running on clusters of
commodity hardware. The files are hundreds of megabytes, gigabytes, terabytes, or
petabytes in size. The design of HDFS is categorized into several attributes: streaming
data access, commodity hardware, low-latency data access, lots of small files, and

multiple writers (arbitrary file modifications) [13].

4. MapReduce

MapReduce was designed as a distributed data processing model. It divides
problems into two parts: a Map and a Reduce function. MapReduce jobs are split into
independent chunks. The Map portion processes the tasks in a parallel manner, while the
Reduce function sort the outputs of the maps [11]. Map functions can be simultaneously
executed without any additional interactions. Storage capacities have clearly increased
over the years and the rate at which data can be read from such devices have not been
able to keep up. Reading and writing data from a single drive is slower and inefficient.
Reducing the reading time by using multiple disks running in parallel offers a powerful
paradigm when dealing with large data sets. Hadoop’s MapReduce provides a model that
overcomes the input/output limitations of disk reading and writing by operating as a
batch query processor that sanctions ad hoc queries to be run against datasets in a timely
manner [11]. Traditional relational databases with enough disk storage for large-scale

batch analysis are not enough to handle big data. MapReduce answers the concern of
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seek time and is used to address problems that need to analyze the whole dataset in a

batch fashion.

5. Hadoop Cluster Process

A Hadoop Cluster needs data and multiple machines working at once to perform
fast parallel processing. The client breaks the data into smaller blocks and places the
blocks on different machines throughout the cluster. The client communicates each block
to the Name Node and receives a list of the Data Nodes that have a copy of the block.

The client then writes the block directly to the other Data Nodes and this is
replicated for the other blocks. The Name Node provides the map of where data is and
where data should go in the cluster. Hadoop uses a concept called rack awareness: the
Name Node knows where the Data Nodes are located in the network topology and use
that information to make decisions about where data replicas should exist in the

cluster [12]. The Nodes communicate using the transmission control protocol (TCP) [12].

The Name Node (see Figure 5) is responsible for the filesystem metadata for the
cluster and oversees the health of the Data Nodes. It is the central controller of HDFS,
and does not hold data itself. It only knows what blocks make up a file and where those
blocks are located in the cluster. Data Nodes send heartbeats to the Name Node at fixed
intervals through a TCP handshake, using the port numbers defined for the Name Node
daemon. Every tenth heartbeat is a block report, where the Data Node tells the Name
Node about all the blocks it has [12]. This number is set by default and can be configured
by the administrator. The block report keeps the Name Node current of its metadata and
ensures the block replicas exist on different nodes. Without the Name Node, the Clients
would not be able to read and write files from HDFS, and it would be impossible to
schedule and execute MapReduce Jobs [13]. If the Name Node stops receiving heartbeats

from a Data Node, it presumes HDFS is down [12].
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Figure 5.  Name Node (from [12]).

Hadoop uses a secondary Name Node that connects to the Name Node to gain a
copy of the Name Node’s metadata in memory and any files used to store the metadata.
The secondary Name Node combines the information in a new file and sends it back to
the Name Node, while keeping itself a copy. In the event the primary Name Node fails,
the files retained by the secondary Name Node are used to recover the primary Name
Node [12].

6. MapReduce: MAP function

The first step of a MapReduce job (see Figure 6), Map, is one in which the nodes
run some computation on blocks of data local to that node. For example, the node may be
instructed to count the number of occurrences of the word “refund” in the data blocks of
some file File.txt. The client submits this job to the Job Tracker, asking “How many
times does ‘refund’ occur in File.txt.” The Job Tracker asks the Name Node to learn
which Data Nodes hold blocks of File.txt. The Task Tracker starts a Map task and
monitors the progress [12]. The Task Tracker provides heartbeats and task status back to
the Job Tracker. When each Map task completes, each node stores the results of its local
computation in the temporary local storage. In the next stage, this data is sent over the

network to a node running the Reduce task, to finish the computation.

16


http://bradhedlund.s3.amazonaws.com/2011/hadoop-network-intro/Name-Node.PNG

7. MapReduce: REDUCE function

The second portion of the MapReduce framework is Reduce. The map task on the
machines have completed and generated their output, now stored in local storage [12].
This data needs to be combined and processed to generate a final result. The Job Tracker
starts a Reduce task on any one of the nodes and instructs the Reduce task to retrieve the
Map task outputs. Continuing our example, the Reduce task simply sums the occurrences
of the word ‘refund’ and writes the result to a file, Results.txt [12]. When complete, the

client machine can read the Results.txt from HDFS and the job is considered complete.
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Figure 6.  Data Processing: Map and Reduce (from [12]).

C. PROJECT SERENGETI

Serengeti is an open source, virtual appliance (vApp), which acts as a
management service to automate the deployment, management and scalability of Apache
Hadoop clusters on VMware vCenter platforms. Leveraging the VMware vCenter
platform, Serengeti expedites the deployment of a highly available Hadoop cluster, to
include common Hadoop components such as HDFS, MapReduce, Pig, and Hive on
virtual platforms. In addition, Serengeti has native support for various Hadoop-based
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distributions, such as Cloudera CDH4, MapR M5, Hortonworks, and Pivotal [4]. Figure 7

represents a high level overview of Serengeti’s features.

Serengeti

Serengeti CLI

Rapid Provision High Availability Easy Scale out
Distro
Configuration Local Disk Management
Management

Figure 7.  Serengeti Features (from [13]).

1. Serengeti Architecture

The Serengeti vApp runs on top of vCenter and includes a Serengeti Management
Server virtual machine and Hadoop Template virtual machine. Figure 8 represents a high

level overview of the Serengeti architecture.
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Figure 8.  Serengeti Architecture (after [13]).
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Serengeti deploys a Hadoop cluster in a number of steps, summarized here from
the Serengeti Users Guide. The Serengeti Management Server searches for ESXi hosts
with sufficient resources, selects ESXi hosts on which to place Hadoop virtual machines,
then sends a request to vCenter to clone and reconfigure virtual machines. The Agent
configures the OS parameters and network configurations, downloads Hadoop software
packages from the Serengeti Management Server, installs Hadoop software, and then
configures Hadoop parameters. Deployment time is significantly reduced because
provisioning is performed in parallel [14].
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I1l. PROJECT OVERVIEW

Our project tasks are divided into four major phases. Table 1 summarizes the
status and objectives of each phase. One target configuration to be used in the CISR Big
Data Test Bed for experimentation is a Hadoop cluster based on Fedora 13 with SELinux
enabled. This configuration would support the development and measurement of
experimental Hadoop configurations, such as those described by Nguyen et al. [15]. This
is the primary motivation for leaving Phase 11l incomplete, and using Fedora 13 as the
target for Phase I1V. Each phase is detailed in the chapters that follow.

Phase Summary Status Appendices
PHASE | i%%rg\rc:epae;tetﬁfj hardware and software to Complete B-H
PHASE II tL)Jas:edSSLeg%(re]tttho. fnstall a Hadoop cluster Complete |

PHASE I | o Seenet t el & ooy clister | reonple

PHASE IV :)ijedstgz;eggggrgolinstall a Hadoop cluster Complete j

Table 1.  Overview of Project Phases.
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IV. PHASEI

In this phase, the hardware and software of the test bed was upgraded to support
the use of vCenter for Serengeti. This included a number of optional hardware upgrades,
such as upgrading the vSphere ESXi hypervisor on each host and installing vCenter 5.1.
The final test bed setup is summarized in Appendix A, Figure 11. For details of the test

bed hardware and server components and their network configuration, see Appendix A.

Figure 9. CISR Big Data Test Bed Architecture.

A HARDWARE UPGRADE

The hardware of the test bed was upgraded with a number of enhancements in
order to best leverage performance, reliability, and scalability considerations for the
process-intensive production environment. Upgrading the existing test bed server
hardware was imperative because it was the single most significant factor that affects the
performance of the ESXi hypervisor and the vSphere clients. Our initial focus was to
circumvent the anticipated and potential performance bottlenecks associated with CPU,
memory, and storage. The most significant upgrades were made on the Dell PowerEdge
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R710 servers, which included: six 1TB hard drives, 18 16GB memory DIMMS, and 2-

port 10Gb Ethernet network interface cards.

B. UPGRADING TO VSPHERE ESXI 5.1

VMware vSphere ESXi is a bare-metal hypervisor used in the Test Bed (for an
overview, refer to Chapter I, Section A.1). We installed vSphere ESXi 5.1 on four hosts;
three are part of the production cluster and one is an Administrative server. Prior to
installation we referred to the system requirements section of VMware’s vSphere 5.1
Installation and Setup guide [16]. We thoroughly reviewed the minimum hardware
requirements and the supported server platform compatibility guide. The procedures

followed to install VMware vSphere ESXi 5.1 are provided in Appendix B.

C. INSTALLING VSPHERE CLIENT

VMware highly recommends managing ESXi hosts through the vSphere Client or
the vSphere Web Client. Both applications offer remote management for the ESXi hosts,
vCenter Server, and virtual machines. The vSphere Client eliminates the traditional
constraints of centralized management from the physical server console. The ESXi 5.x
hypervisor was specifically engineered with remote administration and management as a
capability. The vSphere Client is a Windows-specific application interface that provides
all of the functionality for managing the virtual infrastructure. The vSphere Web Client is
an alternative to the Windows-based vSphere Client; however, it only offers a subset of

the functionalities.

The vSphere Client was installed using the vCenter Server installation disk on the
VADMINL server, then on each subsequent ESXi host. VADMINL serves as the main
interface for accessing the ESXi hosts. The procedures followed to install the vSphere

Client are provided in Appendix G.

D. INSTALLING VCENTER 5.1

The vCenter Server centralizes the management of the ESXi hosts and virtual

machines. In preparation for installation of vCenter, various system, network, and
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database prerequisites had to be met. We created three administrative virtual machines on
R3S1 (each using Microsoft Server 2008 R2 as the base operating system) to host each
service/comp<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>