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Executive Summary

Major disruptions such as terror attacks, natural disasters and human failures can have large impacts on critical infrastructure (e.g., telecommunication networks, power networks, transportation networks and distribution networks for water, gas and fuel). It is crucial to restore these critical infrastructure systems to minimize the impact of disasters. The network operator is responsible to find a way of reconstructing the system as fast as possible and while using the least amount of resources. More specifically, the network operator has to balance the time to restore system function, the level of restoration at the end of the time horizon and the amount of resources used during this time horizon. These three things are in tension with another. The network operator can adjust two of them, but the third will be changed in response.

In this thesis, we model an infrastructure system as minimum-cost network flow problem. We compare two different modeling techniques to minimize the operation cost while reconstructing the infrastructure system. We compare these two techniques in terms of computation time to solve this problem and the objective value of the optimal solution. We assume the operation cost of an infrastructure system is the cost for transporting commodities through the system and the penalty cost for not fulfilling demand. The first technique we use is a mixed integer linear program (MILP) with binary decisions representing which repairs to make in each of several time periods. The second technique we use is a graph-based approach to plan the sequence of repairs as a path through the state space of possible repairs. While we reconstruct the infrastructure system we get the optimal flow of the commodities for every time step in the reconstruction horizon. We also get the optimal flow of commodities for the fully functional infrastructure system.

The MILP has decision variables for the flow at every arc at the infrastructure system, the time when to reconstruct an arc and the amount of unfulfilled demand at each node. We have constraints for the balance of flow at each node at each time step, maximal possible flow on each arc at each time step and a constraint for the reconstruction budget per time period.

With our graph-based approach, we build a meta graph where each vertex represents a state
of the infrastructure system and each edge represents a state change. A state change is
a reconstruction of an arc in the infrastructure system. After we build the meta graph we
need to find the shortest path from the start-vertex to the end-vertex where the infrastructure
system is fully functional. We use two different algorithms to find the shortest path. The
first algorithm is Dijkstra’s algorithm. This algorithm needs the whole meta graph to find
the shortest path. The second algorithm we use is A-star. This algorithm builds the meta
graph while it is searching for the shortest path. So it does not need the whole meta graph
to find the shortest path.

We use a notional infrastructure system to execute reconstruction experiments with differ-
ent numbers of broken arcs. For each number of broken arcs we choose a random set of
broken arcs as the initial state and solve for the optimal reconstruction using all techniques.
We measure the computation time to get the optimal solution for all approaches. We see
that we need a large amount of computational resources to do the reconstruction experi-
ments, specifically if we have a large number of broken arcs in the infrastructure system.

Given the same number of broken arcs, each technique obtains the optimal solution. This
is not necessarily true for bigger, more realistic, and more complex infrastructure systems.
More research should be done to compare the MILP with the graph-based approach us-
ing both ways to find the shortest path. However, future research will require additional
computational resources.

For our notional infrastructure system, it turns out that the MILP is the fastest technique to
get an optimal solution for all numbers of broken arcs. The second best was the graph-based
approach with the A-star algorithm. We observe that the solution time for all approaches
grows exponentially with the number of broken arcs. The results indicate that for larger
and more complex infrastructure systems it is possible that the graph-based approach with
the system algorithm might outperform the MILP approach. Again, there is a need to do
more research for larger and more complex infrastructure systems.
CHAPTER 1: Introduction

1.1 Background

Major disruptions to critical civil infrastructure such as terror attacks, natural disasters (Ran, 2011), and human failures can have serious impacts on the humans and the economy of a country. Critical civil infrastructures include telecommunication networks, power networks, transportation networks and distribution networks for water, gas and fuel. The rapid reconstitution of those infrastructure systems after a major disruption is crucial to minimize the impact of the disaster. As described by Lee et al. (2007), when a major disaster strikes, emergency response organizations are activated both within different levels of government in order to minimize human suffering and also within the organizations that operate infrastructure systems to restore system function (Bigley and Roberts, 2001; Scanlon, 1994).

In this thesis, we focus on the decisions of the infrastructure system operator (or simply the operator) to restore system function. In general, the operator must balance three things: the time to restore system function (i.e., the time horizon), the level of restoration at the end of the time horizon (e.g., 80% of normal function), and the amount of resources used during this time horizon. Essentially, these three things are in tension with one another. The operator can fix any two of these three, but the third will change in response. That is, the operator might be able to get full (100%) restoration quickly, but it might cost a lot of resources. The operator can work with fewer resources, but it will mean either achieving a lower level of restoration over the same time horizon, or it is going to take longer to achieve full restoration.

Throughout this thesis, we follow the basic terminology and notation in Alderson et al. (2014a). We represent an infrastructure system as a network consisting of nodes, links, and transported commodities (e.g., electricity, gas, fuel, water or information). A node is a place with either a source or demand of a commodity; a node with zero supply and demand is called a transshipment node. An link connects two adjacent nodes. If the link is functional it can support the transport of some commodity. A nonfunctional link cannot
transport commodities. An incident, which could be a terror attack, a natural disaster, or a human failure, results in one or more links becoming nonfunctional. Reconstruction of the infrastructure system means restoring the links to make them functional. In general, we assume that all links in the infrastructure system are functional (i.e., the network is fully functional) prior to the incident. We also assume that all nodes are functional and stay functional throughout the reconstruction horizon.

We assume that time evolves in discrete time steps. In any given time step, the operator has a finite budget for restoring links. Because of the way in which individual links work in concert to achieve system function, the order of restoration can greatly impact system performance during the restoration process.

1.2 Scope of This Thesis

This thesis considers how best to use limited resources to restore service to a single commodity transportation network following an incident. We use the notional infrastructure system from Alderson et al. (2014b) as a case study. We consider two approaches to solve this problem. First we use a Mixed Integer Linear Program (MILP). The MILP decides the order in which to restore the system, and how to operate the system during restoration, minimizing the total operating costs over the restoration time horizon.

We consider another conceptual approach based on the changes in functionality of the system as links are restored. More specifically, we define the operating state of the infrastructure system in terms of a binary vector of length \( m \), where \( m \) is the number of links in the infrastructure system. An element of the binary vector is one if its corresponding link is functional, and it is zero if the corresponding link is nonfunctional. Thus, there are \( 2^m \) possible operating states for any infrastructure system.

We then define a meta graph consisting of vertices and edges. Each vertex represents a unique operating state for the infrastructure system and each edge represents a feasible transition between operating states. Each edge is annotated with a value that represents the operating cost associated with the state transition. In this way, the sequence of link repairs corresponds to a sequence of state transitions, which corresponds to a path in the meta graph. On the meta graph, one can define a path-optimization problem where the objective is to find the optimal restoration path from an initial state to a goal state, which
represents the fully functional infrastructure system. We refer to this second technique as the graph-based approach to system restoration.

By using both the MILP and the graph-based approach, we consider the following research questions:

- Given a fixed repair budget in each time period, what sequence of repairs results in the shortest repair time?
- Given a fixed repair budget in each time period, what sequence of repairs results in the lowest cumulative operating cost?
- What advantages, if any, does the MILP or graph-based approach have either conceptually or computationally?
- How well does each technique scale to large systems?

The remainder of this thesis is organized as follows. Chapter 2 provides examples of past work related to system reconstitution. Chapter 3 introduces the MILP model for reconstruction, and uses the notional infrastructure system from Alderson et al. (2014b) to perform reconstruction experiments. Chapter 4 details the graph-based approach to solve the reconstruction as a routing problem and presents computational results for the same experiments. Chapter 5 presents conclusions and future work.
CHAPTER 2: 
Literature Review

The literature on function and restoration of interdependent infrastructure systems is large and growing. This chapter provides an abbreviated chronological review of the work most relevant to this thesis, along with a summary of our contributions.

2.1 Abbreviated Chronological Review

Critical infrastructure systems have become more and more interdependent since the last decade of the 19th century. Therefore, it has become more important to identify, understand and analyze these interdependencies. Key changes in economics and regulations caused the development of highly complex infrastructure with more centralization of control (Rinaldi et al., 2001). Along with it, the restoration process has also become more complex.

Davidson and Cagnan (2003) uses a simulation-based model for post-earthquake restoration processes. They use an electric power system as an example. The goal of their research is to understand the repair and recovery operations of an infrastructure system and to estimate its expected repair time. By using a Monte Carlo Simulation, their model is able to provide information about the progress at each repair site and utilization of each repair crew.

Rinaldi (2004) states that models and simulations can provide insights into complex critical infrastructure systems. This includes the complex behavior and operational characteristics of interdependent infrastructure systems. Therefore, models must account for interdependencies among infrastructure systems. He observes, that although modeling of interdependencies among infrastructure systems is very challenging, several techniques such as aggregate supply and demand tools, dynamic simulations, agent-based models, population mobility models, Leontief input-output models and physics-based models have been successfully used to model and simulate interdependent infrastructure systems.

Pederson et al. (2006) conduct a survey to identify and catalog research regarding the modeling and analysis of interdependencies of critical infrastructure systems. They find
two major approaches which are used to model cross-infrastructure analysis. The “integrated approach” models several infrastructure systems as one big system. The “coupled approach” models each infrastructure system with one individual model and uses the outcome of one model as input for a second model. According to Pederson et al. (2006), integrated models are able to model much higher complexity than coupled models.

Lee et al. (2007) model all interconnections or interdependencies between critical civil infrastructure systems to minimize the impact of disruptions. They use a network flow mathematical representation. They call this an interdependent layer network model. They use the lower Manhattan region of New York for illustration purposes. They show that a model of critical civil infrastructure systems and the interdependencies or interconnections between them can provide powerful means of understanding, monitoring and controlling critical infrastructure systems. They claim that these models are also useful for planning purposes of reconstruction and routing problems.

Gong et al. (2009) combine mathematical programming and constraint programming to schedule the needed tasks for reconstruction of a disrupted system. They use three classic objectives: the cost, the tardiness, and the makespan. They use convex combinations of these objectives to get effective solutions to the multi-objective problem. They obtain a solution by using Benders decomposition for each combination. They split the problem into a master problem and sub-problems. The master problem delivers the solution for an assignment problem, where every task is assigned to a work group. Each sub-problem obtains the solution to a scheduling problem, indicating which task has to be done when. They show that their hybrid decomposition approach is able to solve scheduling problems effectively.

Shoji and Toyota (2009) analyze the restoration process of four interdependent systems of critical infrastructure. These critical systems are electric power supply systems, gas supply systems, water treatments, and communication networks. They present a model based on graph theory to analyze the current operational plans for disaster prevention and the restoration process of critical infrastructures and its interdependencies. They found by sensitivity analysis that there are strong and weak connectivity between various stakeholders involved in the reconstruction process.
Reed et al. (2009) developed a simple model to describe the resilience and interdependency of networked infrastructure while reconstructing these infrastructures. This model does not depict the whole real-time functioning of an infrastructure system. Rather, this model develops strategies to improve infrastructure resilience. They use interdependent power delivery and telecommunication systems as an example to show the capability of their model for the development of design strategies for increased resilience of critical infrastructure.

Matisziw et al. (2010) use a multi-objective linear-integer optimization model to maximize system performance while reconstructing a networked infrastructure over a fixed planning horizon. The two opposing objectives are minimization of the system costs and maximization of the system flow. They use a telecommunication network for illustration purposes. They show the importance of scheduling the restoration of links and nodes simultaneously, instead of incrementally.

Sanchez (2010) uses the example of an Internet Service Provider to show the tensions between changing customer demands and costs to build new infrastructure. He presents three models to support system operation while developing new network infrastructure. The traffic engineering model is constrained to the existing network infrastructure to fulfill the customer demand. The network provisioning model accounts for the ability to build new network infrastructure. The multi-period network provisioning model includes the ability to build new network infrastructure at several time periods. Sanchez (2010) shows that the budget to build new network infrastructure, desired network performance, and planing time horizon have to be in a balance with each other.

Coffrin et al. (2012) present a model for restoring a power network. They split the reconstruction and routing problems into three stages. First, they use a MILP to get the minimum restoration set to restore the network to full capacity. At the second step, they solve the scheduling problem to determine the order in which the network components are restored. They solve the routing problem for every restoration step as third step. Coffrin et al. (2012) focus only on the two first steps. They also use a randomized adaptive decomposition to solve the restoration ordering problem, and they show that this approach outperforms the MILP approach within given time constraints.

According to Cavdaroglu et al. (2013), restoring a network or public service requires de-
termining the set of components that will be installed and the tasks needed to install these components. Furthermore, one needs to assign the tasks to work groups and generate a schedule for all available work groups. Their model provides an optimal solution for the restoration and planning decisions using a MILP to solve their model. They also account for the interdependencies between several infrastructure systems. Their objective function provides a measure of performance for the network over the horizon of the reconstruction, including how well the network is restored after all restoration steps. They also develop a heuristic solution method, using ideas from network flow and scheduling problems. The heuristic solution method does not need a MILP. Therefore they are able to solve the restoration and scheduling problems with limited computational resources in a reasonable amount of time.

Baxter et al. (2014) use incremental network design problems to illustrate how to find the optimal choice and timing of network expansions. They use a greedy heuristic and show the worst case performance of this heuristic while solving incremental network design problems. Furthermore, they derive an approximation algorithm to solve incremental network design problems.

Álvarez et al. (2014) use a continuous MILP to solve the supply chain network infrastructure problem. They use a road network and try to restore this network after a major disruption. The task for this optimization problem is to assign and schedule repair crews to restore damaged roads (links). They seek to minimize the time for loads and repair crews to get to their destination. Instead of using discrete and a fixed amount of time steps for this optimization, Álvarez et al. (2014) use a variable and continuous time horizon.

Alderson et al. (2014a) use a sequence of models to show how to assess and improve resilience of critical infrastructure. They focus on operational resilience and show how to build and solve these models. First they build an operator model that looks at the network from an operator point of view. The solution of this model represents the usual behavior of the network. Next is the attacker model which takes into account the possible attacks to the network. The solution of the attacker model is an attack which has the greatest negative impact on the performance of the network. The last step is the defender model. The solution to this model is a set of actions (e.g., hardening, redundancy, capacity expansion) which improves the resilience of the network after a worst case attack. The resulting model
is a three-stage Defender-Attacker-Defender (DAD) model. Alderson et al. (2014b) use this sequence of models to assess the operational resilience of a notional fuel infrastructure system.

2.2 Contributions in Context
The research in this thesis contributes to this literature in the following ways. We present a MILP formulation that focuses on post-disaster restoration of an infrastructure network with discrete time steps and variable planning horizon. This is similar to the work of Álvarez et al. (2014). Our graph-based approach addresses the same problem by using vertices as operating states and edges to represent transitions between these operating states. The solution to our models shows the order in which we have to reconstruct links of our infrastructure network and also the optimal routing of commodities at every time step to use the least amount of cumulative resources.
In this chapter, we present a technique for solving the infrastructure restoration problem using a MILP model.

### 3.1 Mixed Integer Linear Program Model

We use the following formulation for a MILP to reconstruct the infrastructure system in an optimal way after a disaster.

#### Indices and Sets

- \(t \in T\) time steps, \(T = \{0, 1, 2, 3, \ldots, t_f\}\), where \(t_f\) is the final time step, (alias \(t'\))
- \(n \in N\) nodes (alias \(i, j\))
- \([i, j] \in E\) undirected link between nodes \(i\) and \(j\), \(i < j\); define \(m = |E|\)
- \((i, j) \in A\) directed arc from node \(i\) to node \(j\)

#### Data [units]

- \(c_{ij}\) per unit cost of traversing link \([i, j] \in E\) [dollars/barrels]
- \(u_{ij}\) upper bound on total (undirected) flow on link \([i, j] \in E\) [barrels]
- \(d_n\) fuel supply at node \(n \in N\) [barrels] (a negative number for demand, a positive number for supply)
- \(p_n\) per unit penalty cost for demand shortfall \(n \in N\) [dollars/barrel]
- \(r_{ij}\) cost of reconstruction for an link \((i, j) \in A\) [dollars]
- \(b_t\) per time step budget for reconstruction for time \(t \in T\) [dollars]
- \(\lambda_t\) per time step weight for the operating and penalty costs for \(t \in T\)

#### Decision Variables [units]

- \(Y_{ijt}\) flow on arc \((i, j) \in A\) at time \(t \in T\) [barrels]
- \(S_{nt}\) fuel shortfall at node \(n \in N\) at time \(t \in T\) [barrel]
- \(X_{ijt}\) binary indicator 1 if build link \([i, j] \in E\) at time \(t \in T\), 0 otherwise
Formulation

\[
\min_{X,Y,S,t} \sum_{t=1}^{T_f} \lambda_t \left[ \sum_{[i,j] \in E} c_{ij}(Y_{ijt} + Y_{jit}) + \sum_{n \in N} p_n S_{nt} \right]
\]

s.t. \[\sum_{(n,j) \in A} Y_{njt} - \sum_{(i,n) \in A} Y_{int} - S_{nt} \leq d_n \quad \forall n \in N, \forall t \in T\] (3.2)

\[(Y_{jit} + Y_{ijt}) \leq \left( \sum_{t'=0}^{t} X_{i j t'} \right) u_{ij} \quad \forall [i,j] \in E, \forall t \in T\] (3.3)

\[\sum_{[i,j] \in E} r_{ij} X_{i j t} \leq b_t \quad \forall t \in T\] (3.4)

\[X_{i j t} \in \{0,1\} \quad \forall [i,j] \in E\] (3.5)

\[S_{nt} \geq 0 \quad \forall n \in N, \forall t \in T\] (3.6)

\[Y_{i j t} \geq 0 \quad \forall (i,j) \in A, \forall t \in T\] (3.7)

Discussion

The objective function (3.1) sums the costs for transportation and costs for penalties for unfulfilled demands. Constraints (3.2) enforce balance of flow at each node in each time period. Constraints (3.3) set the maximal possible flow on each link. The maximal flow a link can support at time \(t\) is nonzero only if the link is undamaged or restored by time \(t\). If a link is undamaged at the initial state we set \(X_{ij0} = 1\). Constraints (3.4) set a reconstruction budget per time period which can be used for reconstruction of links. Stipulations (3.5) - (3.7) set bounds on the decision variables.

As stated, there is no benefit for saving the reconstruction budget, so the optimization will eventually rebuild all links even if they do not reduce the operating cost. To avoid this behavior, one need only to add the reconstruction cost \(\sum_{[i,j] \in E} r_{ij} X_{i j t}\) for every time step to the objective. In this case, there is a one-to-one tradeoff between operating costs and reconstruction costs. Other tradeoffs are possible by adding weights to the costs.
3.2 Notional Fuel Network

We use the notional fuel network shown in Figure 3.1 from Alderson et al. (2014b) and perform some reconstruction experiments, in which we modify the initial state of the notional fuel network and look at system performance while we are restoring the system. We seek a reasonable order for reconstructing the links.

We make several assumptions to make our model sufficiently simple. Our model is based on the assumption that time \( t \) is discrete. We start the reconstruction process at \( t = 1 \). At the last time step \( t_f \) the sum of cost for transportation and cost for unfulfilled demand is minimized. In Figure 3.1 we use numbers next to each node to show the demand \( -d_n \) at this node. For simplicity, the demand at each node and the penalty for not fulfilling this demand \( p_n \) are constant over all time steps. We assume that only links not nodes can be destroyed by an incident. We assume the only links we can reconstruct are those shown in Figure 3.1 as dashed lines. All links are undirected, so we are able to put flow on an link in either one of its two directions. We assume that each link reconstruction is complete at the beginning of a time step, and the link can be used for fuel delivery from then on. The flow capacity on link \((i, j)\), denoted \( u_{ij} \), is constant for all time steps. Figure 3.1 shows two numbers on every possible link. The first number is the cost for building \( r_{ij} \) this link from node \( i \) to node \( j \). The second number is the cost for putting one unit of flow \( c_{ij} \) on this link. The budget per time step to reconstruct links \( b_t \) is constant for all time steps.

We use the following standard specifications for our reconstruction experiments and refer to them as the base case. The demand at every demand node is one unit of fuel. The supply is always ten units for each of the two supply nodes (black nodes at Figure 3.1). We use \( p_n = $10 \) for the penalty cost for unfulfilled demand per unit of fuel per node per time step. Due to the fact that the sum of supplies is bigger than the sum of the demands, we are able to fulfill all demands with the fully operational distribution system. The cost for transporting one unit of fuel along an link is $1. We set the maximum possible flow for every operational link to 15 units. The cost for building an link is $5. We fix the reconstruction budget \( b_t \) to $9 per time step. So we are able to build not more than one link per time step. Unused reconstruction budget does not accumulate over time steps. We fix the weight factor \( \lambda \) for the sum of transportation costs and penalty costs to one for all time steps. After full reconstruction, the infrastructure system is again fully operational,
Figure 3.1: Notional Infrastructure Network with possible links (dashed lines), cost for building link (first number at link), transport cost per unit flow over one link (second number at link) and demand at nodes (numbers next to each node).

works at optimal transportation cost and all demands are satisfied.

We use the operating costs for fuel delivery (including penalties for non-delivery) as a measure of performance for the infrastructure system. The operating costs are the sum of costs for transportation, costs for building new links and penalty costs for not fulfilling demand. The system performance is measured at every time step during the whole reconstruction process and we optimize the sum of the performance over all time steps.

### 3.3 Implementation

We implement the MILP in the General Algebraic Modeling System (GAMS) (GAMS Development Corp., 2014) and solve it using the CPLEX solver. For the experiments here, there are $m = 18$ links and $t_f = 18$ time steps. This results in 324 binary variables and 936 continuous variables. We solve all problem instances in this chapter on a laptop computer with an Intel i3 processor and 8 gigabytes of memory. Depending on the number of broken links that need to be rebuilt, the runtimes vary from a few seconds to approximately 4.5 hours.
3.4 Results from MILP Model

In this section we show the results from two different reconstruction experiments. First, we reconstruct a fully destroyed infrastructure system and second we reconstruct a partly destroyed infrastructure system.

3.4.1 Reconstruction of a Totally Destroyed Infrastructure System

Our first experiment is to reconstruct the fully destroyed infrastructure system (i.e., a network with no operational links). For this experiment we use all assumptions and system parameters from the base case. We show the optimal order in which to build the edges of the system in Figure 3.2. According to the optimal solution of the MILP, we build all necessary links starting from the two source nodes to the directly adjacent demand nodes. This takes from time step \( t = 1 \) to time step \( t = 6 \). The order we use to build the first six links is arbitrary. A different order for the first six reconstructions does not change the cumulative system performance. Then, we build the edges necessary to fulfill the demand at nodes that are two transportation steps away from the source nodes. This lasts from time step \( t = 7 \) to time step \( t = 11 \). Finally we build links necessary to fulfill the demand at the remaining nodes which are three steps away from the source nodes. At an optimal solution, it is not necessary to transport units of fuel more than three transportation steps to fulfill all the demands at our notional infrastructure system. The flow at the fully reconstructed system is the same as the flow found by Alderson et al. (2014b). Figure 3.3 shows the optimal flow for the fully restored infrastructure system.

In general, if unsatisfied demand penalties are the same for all nodes, the order in which we restore node connectivity is the same as the order of transportation costs to the nodes. Figure 3.4 shows the cost to operate this system in each time step \( t = 0 \) to \( t = 18 \). The operation cost decreases at every time step, which means the system performance increases at every time step. The operating cost decreases in an approximately linear way. The absolute value of the slope gets smaller, while the transport distance between supply node and reconstructed link increases.
3.4.2 Reconstruction of a Partly Destroyed Infrastructure System

In our next experiment, we consider the reconstruction of a partially destroyed infrastructure system, specified in terms of an initial operating state. We consider the solution from our MILP formulation for several scenarios.

First we assume that our system is in the operating state as shown in Figure 3.5. We change the reconstruction cost at the link between node eight and node seven to $5. We also change the cost for transportation one unit of fuel along this link to $5. All links at the left side of our system are operational. The cost for building these links is $0. The cost for transporting one unit of fuel along one of these links is $1. Thus, the initial state of the network has some undamaged links. However, link [7, 8] is more expensive to rebuild and more expensive to use.

Figure 3.6 shows the order of reconstruction of links. As we can see the solution of the MILP indicates that it is best to reconstruct link [10, 13] at first to use the operational links on the left side of the system. This single reconstruction decreases the operation cost dramatically as shown in Figure 3.8. The order of reconstructing links in time steps two to eight follows the rules discovered in section 3.4.1. At time step $t = 9$ we build a loop and are able to reroute the fuel units to get a better system performance. We cannot decrease
the operation cost at time step $t = 10$, because we use all available units of supply from node 10. However, we build link $[2,3]$ to connect node 3 with our system. At the next time step, we build link $[11,12]$ to be able to get units of supply from node 8. Now, we can fulfill all demand at our system. The decrease of the operating cost from time step $t = 11$ to time step $t = 12$ can be explained with the fact that we are not building any links later than time step $t = 11$.

Figure 3.7 shows the optimal flow of commodities at the fully operational infrastructure system from Figure 3.5. At an optimal solution it turns out that link $[1,5]$ is not used for transportation of commodities. This is due to the distance of transportation from supply node 10 to demand nodes 1 and 5. Link $[7,8]$ is not built and used because of the high building and transportation costs for this link.

At another experiment we a scenario where the infrastructure system has again two undamaged links. We observe that the solution for the MILP indicates that we must utilize unbroken links as soon as possible, as shown in Figures 3.9-3.11. The first link we rebuild is the link $[10,11]$ to utilize the undamaged link $[11,12]$. Then, we build link $[7,8]$ to uti-
lize the undamaged link \([6, 7]\). The first five time steps of the reconstruction are used to utilize undamaged links. This is not surprising, because if we reconstruct an link to utilize another undamaged link, we can fulfill the demand of two nodes. We have to pay the cost for reconstructing one link, but at the same time can fulfill the demand at two nodes. This reduces the penalty cost for unfulfilled demands by \(2p_n\).

We repeat this analysis for several different scenarios, each specified by a different initial state, and possibly with different operating costs, reconstruction costs, and/or reconstruction budgets. Details of these scenarios and their results appear in the Appendix.

In general we observe two different phases for reconstructing the notional infrastructure system. There is a first phase where we try to fulfill all demands as soon as possible and a second phase where we optimize the flow of commodities through the infrastructure system. At the first phase we reconstruct the broken links in an order to utilize operational links for transportation of commodities. This reduces the penalties for unfulfilled demand, and we observe a rapid increase in the performance of the system. At the second phase, we optimize the cost for transportation for the commodities through the infrastructure system. Due to the relatively low transportation cost at our notional infrastructure system the
increase in the performance in the last steps of reconstruction is relatively small in comparison to the performance increase at the beginning of the reconstruction. We clearly see that the first few steps are used to fulfill as much demand as possible and the last few steps are used to reduce the transportation cost at the infrastructure system. During the intermediate reconstruction steps we see a mixture of both phases. The transition from the first to the second phase is continuous.

3.4.3 Discussion

From our analysis, we observe that the MILP is an effective technique to identify the optimal restoration of a damaged infrastructure system (represented as a network flow model). However, a disadvantage of the MILP is that it assumes that there will be no surprises (i.e., additional breaks) during the reconstruction and that all model parameters (e.g., costs and durations) are fixed and known. Should something unexpected occur, we need to start the whole computation process all over again. The next chapter considers a graph-based approach which is capable of adapting to surprises as they occur.
Figure 3.8: Operation cost per time step for case 8 (partly destroyed system).

Figure 3.9: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure 3.10: Link labels indicate the optimal order of building the notional infrastructure system in Figure 3.9.
Figure 3.11: Optimal distribution for fully operational notional infrastructure system in Figure 3.9 with indicated direction and amount of flow for each link.
CHAPTER 4:
Graph-Based Approach and Results

4.1 Meta Graph

In this chapter, we present another analysis technique in which we build a meta graph that represents the different reconstruction states of the infrastructure system. Each vertex in the meta graph represents one reconstruction state of the infrastructure system. The edges of the meta graph represent possible state changes from one state to another state of the infrastructure system.

Figure 4.1 shows a sketch of the meta graph. The Start vertex \( S \) represents some initial state of the infrastructure system (e.g., at time 0). The End vertex \( E \) represents the fully operational infrastructure system, where every link of the infrastructure system is built and the system operation (i.e., routing of the commodities) is optimal. As shown in Figure 4.1 we index all vertices with two numbers. The first number is the time step in which this vertex is reached and the second number is the relative order of the vertices within a time step. We associate several pieces of information about the infrastructure system with each vertex of the meta graph. We associate the state, functional or not functional, of every link of the infrastructure system along with the operation cost of the infrastructure system at state \( S \). We use the operator model as it is described by Alderson et al. (2014a) to find the optimal routing of the commodities through the infrastructure system. This operator model gives us the operation cost for the infrastructure system at state \( S \).

We define the length of an edge from vertex \( S \) to vertex \( S' \) to be the operation cost \( P(S') \) of the infrastructure system at vertex \( S \). A change to the state of the infrastructure system corresponds to a move in the meta graph.

Given a meta graph built in this manner, reconstruction of the infrastructure system means finding a (shortest) path in the meta graph from Start vertex \( S \) to End vertex \( E \).
4.2 Finding the Shortest Path

In this section we discuss Dijkstra’s algorithms and the A-star algorithm to get the shortest path from the Start node $S$ to the End node $E$.

4.2.1 Dijkstra’s Algorithm

Dijkstra’s algorithm described by Dijkstra (1959) is an algorithm to find the shortest path between two nodes $S$ and $E$. The algorithm uses the fact that if a node $S'$ is in the shortest path from $S$ to $E$, then the shortest path from $S$ to $S'$ is part of the shortest path from $S$ to $E$. The algorithm divides the nodes into two sets (unvisited and visited) and associates a distance label with each node. Distance labels of nodes can be updated until they are marked as visited. In each iteration, the algorithm marks a single node as visited.

We seek the shortest path from the Start vertex $S$ to the End vertex $E$ in the meta graph.
To apply Dijkstra’s algorithm, first we need to build the entire meta graph and compute the performance for every state of the underlying infrastructure system. Because we have $2^k$ possible states in the infrastructure system, we have $2^k$ vertices in the meta graph, where $k$ is the number of broken links at the infrastructure system. After the whole meta graph is built we use Dijkstra’s algorithm to get the shortest path from $S$ to $E$.

Due to the huge number of nodes, the time we need to build the meta graph can be very long. We need to compute the performance of each vertex in the meta graph, more specifically we need to solve the operator model for each state in the underlying infrastructure system. Even if each computation to solve the operator problem takes a small amount of time, we have to do this $2^k$ times for the meta graph. At bigger and more complex infrastructure systems the time to build the meta graph can exceed the time we need to find the shortest path in the meta graph by far.

For our reconstruction experiments, we use the following steps to achieve the optimal solution. First we choose $k$ nonoperational links at random from our notional infrastructure system. Then we built the meta graph and compute the performance at each vertex. At least we seek for the shortest path from the Start vertex to the End vertex.

The next section describes how to use the A-star algorithm to find the shortest path in the meta graph. This algorithm needs to solve only a subset of $2^k$ operator problems to find the shortest path in the meta graph.

### 4.2.2 A-star

The A-star algorithm was first described by Hart et al. (1968). As described by Dechter and Pearl (1985), A-star uses a general best-first strategy to find the shortest path from node $S$ to node $E$. Each node $S'$ gets placed in a priority queue according to the sum of the already computed path length from node $S$ to node $S'$ and an estimation of the remaining path length to node $E$. The node $S'$ with the smallest value is placed at the top of the queue. The neighbors of this node are the next nodes where the actual path and the estimation of the remaining path are computed. We need to repeat this until we get the path length to node $E$ and all other sums of computed path and estimated remaining path length are higher. The A-star algorithm returns the length of the shortest path from node $S$ to node $E$. To get the path which has this length we need to add another step where each node knows
her predecessor. Now we can go backwards from node $E$ to node $S$ to get the shortest path.

We use the A-star algorithm to get the shortest path from the Start vertex $S$ to the End vertex $E$ in the meta graph. To apply the A-star algorithm we need to compute a lower bound of the path length from the Start vertex $S$ to the End vertex $E$. Assume, we have computed the path length from the Start vertex $S$ to the vertex $S'$. The lower bound of the path length from the Start vertex $S$ to the End vertex $E$ is the summation of the path length we have computed so far and an estimation of the remaining path length to vertex $E$. We use a relaxation of the MILP model to get the estimation of the remaining path length. For this relaxation we relax the binary constraint for the decision variable $X$ to be non-negative real. So we can build parts of links at the infrastructure system. We also relax the non-negative integer constraint for the $Y$ to non-negative real. So we can transport parts of commodities through the infrastructure system. Both relaxations speed up the time for solving this optimization problem and we get a lower bound for the remaining path length relatively quick.

The A-star algorithm explores the meta graph while building it. The algorithm uses regional information (e.g., the estimation of the remaining path to the end vertex) to decide which path has the highest potential to be the shortest path and it explores only a subset of the meta graph. Because the A-star algorithm explores only a subset of the meta graph, this algorithm is needs to solve only a subset of the operator problems. But in addition it needs computation time to get a estimation of the remaining path.

The A-star algorithm solves the operator problem and computes an estimation of the remaining path for a subset of the vertices in the meta graph. For our reconstruction experiments with the A-star algorithm we use the same randomly chosen broken links as in the experiments with Dijkstra’s algorithm. The A-star algorithm explores only parts of the meta graph and returns the shortest path from the Start vertex $S$ to the End vertex $E$.

### 4.2.3 Comparing Dijkstra and A-star

There is now a large literature on the comparison of various shortest path algorithms and their performance (e.g., Gallo and Pallottino, 1988). In general, Dijkstra’s algorithm can be viewed as a special case of the A-star algorithm where the estimation of the remaining path length is zero. Although using a nonzero estimate of the remaining path length makes the A-star algorithm somewhat heuristic, this additional information can give A-star better
pathfinding performance for many problems. As long as this estimate is a lower bound on the remaining path length, the A-star algorithm is guaranteed to achieve the correct answer.

In our computational experiments, the comparison is not strictly between Dijkstra’s algorithm and the A-star algorithm, but also includes the computational time required to build the meta graph itself. The hope is that by not having to build the entire meta graph, the A-star algorithm achieves shorter runtimes.

4.3 Computational Experiments
In this section we present the implementation and results of our computational experiments.

4.3.1 Implementation
We implement the experiments in this chapter using the Python programming language (Python Software Foundation, 2014). To construct the meta graph we use the NetworkX library (NetworkX Developer Team, 2014). We use the NetworkX built-in implementation of Dijkstra’s algorithm, and implement the A-star algorithm ourselves. We solve the relaxation of the MILP using the Pyomo optimization library (Hart et al., 2012) with the CPLEX solver.

For comparison purposes, we also implement the MILP in Pyomo with the CPLEX solver. All computational experiments were conducted on a desktop computer with an Intel Xeon 2.13GHz processor and 48 gigabytes of memory.

For the infrastructure system under consideration here, there are $m = 18$ links, resulting in a meta graph with $2^m = 262,144$ vertices.

4.3.2 Results
Figure 4.2 shows the time needed for solving the reconstruction problem for the different approaches over the number of broken links at the notional infrastructure system. We vary the number of broken links from 1 to 18, which is the maximal number of possible links at our infrastructure system. Due to the fact that we need to build the whole meta graph to use Dijkstra’s algorithm, this algorithm is the least efficient way we have seen in our experiments. The A-star algorithm does not require the entire meta graph and should be faster than Dijkstra’s algorithm. The MILP is the approach which needs the least amount
of time to solve the reconstruction problems. This result is not surprising, because the algorithms for solving MILP are highly developed and well implemented into available solvers over the last 30 years.

We observe that the MILP model is faster than the graph-based approach with Dijkstra’s algorithm for finding the shortest path. Only in the very simple case of one broken link the graph-based approach with Dijkstra’s algorithm is faster than the MILP. The routines to solve MILP are highly developed and need a short time to solve. If we use the MILP approach to get the optimal solution for our reconstruction problem, we have to solve only one MILP. But, if we use the graph-based approach we need to solve $2^k$ operator problems, which are small MILPs.

For small $k$ the A-star algorithm needs about the same solution time as Dijkstra’s algorithm as shown in Figure 4.2. We can explain this behavior in the following way. The A-star algorithm explores less vertices in the meta graph, but needs more computation time per vertex than Dijkstra’s algorithm. The effect of compute the performance and the estimated
remaining path length dominates the effect of exploring less vertices at the meta graph for a small numbers of broken links.

If the number of broken links at the infrastructure system is relatively big the effect of exploring less vertices in the meta graph dominates the effect of compute the performance and the estimated remaining path length. The graph-based approach with the A-star algorithm is significant faster than the graph-based approach with Dijkstra’s algorithm only for big numbers of broken links.

We see in Figure 4.2 that the solution time for Dijkstra’s algorithm and the A-star algorithm are growing with the same rate for small numbers of $k$. But, we see that the difference between the two algorithms gets significant for bigger $k$; here the A-star algorithm solves the problem faster than Dijkstra’s algorithm. This suggests for even larger and more complex infrastructure system that the A-star algorithm will outperform Dijkstra’s algorithm for finding the optimal solution.

The MILP needs significantly less time to solve the reconstruction problem than the graph-based approach with the A-star algorithm for all values of $k$. But, Figure 4.2 shows that the solution time for the MILP increases rapidly for bigger values $k$. This observation suggests for larger and more complex infrastructure systems that there is a point where the solution time of the MILP could exceed the solution time of the graph-based approach with the A-star algorithm.

In our experiments we assumed that we cannot destroy any links while we reconstruct the infrastructure system. If we relax this assumption and an link gets destroyed in the reconstruction horizon the MILP needs to be started all over again. If we use the graph-based approach and an link gets destroyed we can use the same meta graph. All computations we have done so fare are still valid and can be used to find the shortest path from our new Start vertex $S'$ with the broken link to the End vertex $E$.

The ability to speed up the MILP is very limited due to the fact that so much research has been done at this approach. As described in section 4.2.2 we use a relaxation of the MILP model to get the estimation of the remaining path length to the end vertex $E$. If we are able to get a better estimate for the remaining path in a reasonable amount of time the A-star
algorithm can be sped up. Another way to speed up the solution time is to use an algorithm which explores even fewer vertices of the meta graph but still gives us the shortest path from the Start vertex $A$ to the End vertex $E$. 
CHAPTER 5:
Discussion and Future Work

This thesis addresses the problem of reconstructing a damaged infrastructure system by using two different approaches. We consider a MILP and a graph-based approach to get the optimal solution for this problem. Both approaches give us a solution for the minimal cumulative operation cost of the infrastructure system, the optimal order of reconstructing links at the infrastructure system, and the optimal flow of commodities at every time step within the reconstruction horizon.

For the graph-based approach we research two different algorithms to get the shortest path from the Start state to the End state. We use Dijkstra’s algorithm where we need to build the whole meta graph to get the optimal solution. The second algorithm we use is A-star, where we need to explore only a subset of the meta graph to get the optimal solution.

We found that the MILP was by far the fastest approach. However, a big disadvantage of this approach is, if one or more links break while we reconstruct our network, we need to restart the whole computation all over again. This approach is not able to handle dynamic changes.

The graph-based approach with Dijkstra’s algorithm is capable of handling dynamic changes. Specifically, if one or more links in the infrastructure system break while we reconstruct the network, we just need to restart at a new vertex which represents this new state of the infrastructure system and go on with the computation. All computed values at the meta graph are still valid. The down side of using Dijkstra’s algorithm is the large amount of needed computation time while we build the entire meta graph.

The graph-based approach with the A-star algorithm is also capable of handling dynamic changes. This algorithm needs more computation time per vertex of the meta graph but it explores fewer nodes than Dijkstra’s algorithm. The positive effect of exploring fewer nodes is significant at larger numbers of broken links. So for large numbers of broken links the A-star algorithm is faster than Dijkstra’s algorithm. But, even the graph-based approach with the A-star algorithm is slower than the MILP.
We use a very simple notional infrastructure system for our reconstruction experiments, so future work could explore bigger and more complex infrastructure systems and compare both approaches. We also need to simulate breaking links while reconstructing to see how the different approaches behave in a more realistic dynamic environment. To get a more realistic behavior of the infrastructure system we need to add dependencies in reconstruction (e.g., a particular link has to be reconstructed before starting reconstruction at another particular link) and compare both approaches.

Another interesting point to explore is how both approaches behave if we add more complexity to the reconstruction process. Specifically, what happens if we add dynamic reconstruction budgets? For a more complex and realistic view we can add repair crews with a crew schedule. Adding the crew schedule problem to the computational task would increase the complexity considerably. To drive this idea of a more realistic reconstruction problem further we might add travel distances for the crews as well as travel times and setup costs. The complexity of the reconstruction model is only limited by the available computational resources or the amount of time at hand to solve this problem.
APPENDIX: Reconstruction Experiments

A.1 More Expensive Rebuild and Transportation Costs
In the experiment shown at Figures A.1-A.3, we increase the cost for building links [2, 7] and [7, 8] to $9. We also increase the cost for transportation to $5 per unit of commodities at links [2, 7] and [7, 8]. Link [5, 9] is operational at the beginning of our reconstruction experiment. We force the infrastructure system to use all available commodities from the source node 10.

Figure A.1: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.2: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.1.

Figure A.3: Optimal distribution for fully operational notional infrastructure system in Figure A.1 with indicated direction and amount of flow for each link.
A.2 Force Not to Use a Particular Link

As you can see in Figures A.4-A.6, we force the infrastructure system to not use the link [10, 13]. We see an interesting result where the demand of node 9 is fulfilled from the source node 8.

Figure A.4: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.5: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.4.

Figure A.6: Optimal distribution for fully operational notional infrastructure system in Figure A.4 with indicated direction and amount of flow for each link.
A.3 Utilize Unbroken Links

In the experiment shown in Figures A.7-A.9, we research how to utilize unbroken links. The solution suggests instead of building link $[1,2]$, we should use the already functional links $[5,9]$ and $[9,13]$.

![Figure A.7: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.](image1)

![Figure A.8: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.7.](image2)

![Figure A.9: Optimal distribution for fully operational notional infrastructure system in Figure A.7 with indicated direction and amount of flow for each link.](image3)
A.4 High Demand with Unbroken Links

At experiment shown in Figures A.10-A.12 it is possible to fulfill the demand at node 4 from source node 8 and/or source node 10. The solution from the MILP suggests to use node 8 for fulfilling the demand at node 4, because the length of the transport way is shorter.

![Network state after incident](image1)

![Link labels](image2)

Figure A.10: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

![Optimal distribution](image3)

Figure A.12: Optimal distribution for fully operational notional infrastructure system in Figure A.10 with indicated direction and amount of flow for each link.
A.5 Use Supply from a Particular Node

We force the infrastructure system to not use link [10, 11] by increasing building and transport costs at this link. The system reacts as expected, the demand for nodes 11 and 15 are fulfilled from source node 8.

Figure A.13: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.14: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.13.

Figure A.15: Optimal distribution for fully operational notional infrastructure system in Figure A.13 with indicated direction and amount of flow for each link.
A.6 High Demand with High Building and Operation Costs

At Figures A.16-A.18 we see a high demand close to source node 10 as well as high building cost at link [10,13]. The solution from the MILP suggest to build this expensive link right at the beginning of the reconstruction horizon. If we reconstruct the links as suggested, we can fulfill the high demand at node 5 at the second step and decrease the penalty cost by a large amount.

Figure A.16: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.17: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.16.

Figure A.18: Optimal distribution for fully operational notional infrastructure system in Figure A.16 with indicated direction and amount of flow for each link.
A.7 Build a Link at a Certain Time Step

In the experiment shown in Figures A.19-A.21 we increase the cost for building link [4, 8]. We see that all other links which start at a source node are built previous to link [4, 8].

Figure A.19: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.20: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.19.

Figure A.21: Optimal distribution for fully operational notional infrastructure system in Figure A.19 with indicated direction and amount of flow for each link.
A.8 Utilize Unbroken Links to Build a Loop

At Figures A.22-A.24 we research again how to use operational links. Here we observe that the solution suggest to build a circle of operational links, which can be used to compensate broken links at later disasters.

Figure A.22: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.23: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.22.

Figure A.24: Optimal distribution for fully operational notional infrastructure system in Figure A.22 with indicated direction and amount of flow for each link.
A.9 Not Using Unbroken Links for Transportation

At the experiment shown in Figures A.25-A.27 we see all links are broken except these which are not used for transportation at the base case. We observe that only link [11, 12] is used for transportation of commodities. This can be explained by the high building and transportation costs at link [8, 12].

Figure A.25: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.26: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.25.

Figure A.27: Optimal distribution for fully operational notional infrastructure system in Figure A.25 with indicated direction and amount of flow for each link.
A.10 Not Building a Link because of High Transportation Cost

Figures A.28-A.30 show that if we increase the transportation cost at link [6,10] this link will not be build. The demand at node 6 is fulfilled from the source node 8.

Figure A.28: Network state after incident and at the beginning of reconstruction. Solid lines represent functional links, while dashed lines represent damaged links that require reconstruction. All system parameters that are not shown are the same as in the base case.

Figure A.29: Link labels indicate the optimal order of building the notional infrastructure system in Figure A.28.

Figure A.30: Optimal distribution for fully operational notional infrastructure system in Figure A.28 with indicated direction and amount of flow for each link.
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