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Spacecraft three-axis simulators provide frictionless and, ideally, torque-free hardware simulation platforms that

are crucial for validating spacecraft attitude determination and control strategies. To reduce the gravitational torque,

the distance between the simulator center of mass and the center of rotation needs to be minimized. This work

proposes an automatic mass balancing system for spacecraft simulators, which uses only the three sliding masses

during the balancing process, without need of further actuators. The proposed method is based on an adaptive

nonlinear feedback control that aims tomove, in real time, the center ofmass toward the spacecraft simulator’s center

of rotation. The stability of the feedback system and the convergence of the estimated unknown parameter (the

distance between the center of mass and the center of rotation) are analyzed through Lyapunov stability theory. The

proposed method is experimentally validated using the CubeSat Three-Axis Simulator at the Spacecraft Robotics

Laboratory of the Naval Postgraduate School.

Nomenclature

Er = system rotational energy, J
Et = system total energy, J
G = Jacobian of �Y;DY�T
gb = gravity vector, body-fixed coordinate system, m∕s2
gbx = x component of the gravity vector, body coordinate

system, m∕s2
gby = y component of the gravity vector, body coordinate

system, m∕s2
gbz = z component of the gravity vector, body coordinate

system, m∕s2
gi = gravity vector, inertial-fixed coordinate system, m∕s2
H = measurement distribution matrix
J = spacecraft simulator inertia matrix, kg · m2

J0 = spacecraft simulator inertia matrix before mass
balancing procedure

kp = arbitrary positive scalar
mp = sliding masses mass, kg
ms∕c = spacecraft simulator mass, kg
mx = sliding mass in the xb direction
my = sliding mass in the yb direction
mz = sliding mass in the zb direction
Pg = system potential energy, J
Pp = projection factor
P0 = error covariance matrix
Q = process covariance matrix
q = quaternion vector

R = measurement covariance matrix
Rbi = rotation matrix between inertial-fixed to body-fixed

coordinate system
r = mass balances position vector, m
roff = center of rotation to center of mass vector, m
roffe = offset estimation error, m
roffx = x component of the center of rotation to center of mass

vector, m
rx = center of rotation to mx vector, m
roffy = y component of the center of rotation to center of mass

vector, m
ry = center of rotation to my vector, m
roffz = z component of the center of rotation to center of mass

vector, m
rz = center of rotation to mz vector, m
Ts = sample time, s
t = time, s
V = Lyapunov function
v = measurement noise
w = process noise
X = state vector for �q;ω; ~Θ�T
Xi = x coordinate, inertial coordinate system, m
x = state vector for �ωx;ωy;ωz; roffz �T
xb = x coordinate, body coordinate system, m
Y = state vector for �ω�
Yi = y coordinate, inertial coordinate system, m
yb = y coordinate, body coordinate system, m
Zi = z coordinate, inertial coordinate system, m
zb = z coordinate, body coordinate system, m
Γ = spacecraft simulator angular momentum, N · m · s
Θ = offset vector, m
Θ̂ = offset estimation, m
~Θ = offset estimation error, m
σ = standard deviation
τr = theoretical control torque, N
ω = angular velocity vector, rad∕s
ωg = angular velocity vector parallel to the gravity field, rad∕s
ωp = angular velocity vector perpendicular to the gravity

field, rad∕s

I. Introduction

E XPERIMENTAL test beds to simulate spacecraft dynamics,
navigation, and control can greatly reduce the costs and risks
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related to the design of attitude control and determination systems
for small spacecraft [1]. A three-axis simulator consists of a
hollow hemispherical air bearing, floating over a correspondent
hemispherical cup through which compressed air is flowing. The air-
bearing hemisphere contains sensors, actuators, computers, and
power storage/conditioning to fully model a spacecraft attitude
determination and control system. The simulator enables full three-
degree-of-freedom rotational motion for attitude dynamics and
control simulations [2]. To simulate a frictionless and torque-free
environment for rigorous ground testing of spacecraft systems,
disturbance torques must be compensated. The major disturbance
torque that spoils the rigorous reproduction of a torque-free space
environment is due to gravity [3]. To minimize this disturbance
torque, the distance between the center of mass and the center of
rotation needs to be minimized. A standard procedure for manually
balancing a spacecraft simulator is described in [4], where, by
inspecting the spacecraft simulator pendulum motion, the balance
masses are moved to increase the period of the pendulum motion.
Thismethod requiresmultiple trials and is limited in real applications
because of the rotational travel constraints of the spherical air
bearing. As shown in [5], by analyzing different points of
equilibrium, it is possible to determinate the relationship between the
spacecraft center of mass and the known positions of the balance
masses. However, this method requires a considerable amount of
time and does not guarantee the correct estimation of the center of
mass. Manual balancing has also been implemented in [6], where the
disturbance gravitational torque has been reduced to 0.01 Nm.
An automatic mass balancing system is highly desirable for

spacecraft simulators, particularly during the design process, because
the simulatorsmay be subjected tomodifications or upgrades. In fact,
even a slight modification or relocation of the system components
requires a rerun of the manual balancing procedure, which is a time-
consuming process. Automatic mass balancing systems, on the other
hand, can significantly reduce the balancing time from hours to
possibly minutes. To overcome the limitations of manual balancing
system, a number of spacecraft simulators have been equipped with
an automatic balancing system [7–11]. An automatic mass balancing
system was proposed by Kim and Agrawal [7], where external
control moment gyros were used to track the angular momentum and
determine the positions of three proof masses. Experiments on an
automatic mass balancing technique were conducted in [10], where
the system moves the balance masses to compensate the imbalance
derived from the difference in total impulse exerted by the actuators
during limit cycle. There are also automatic mass balancing systems
that have been designed based on least-squares estimation of the
center of mass [12–14]. The limitation of such least-squares-based
techniques is that the estimation and compensation process must be
repeated several times before accurate balancing is achieved.
This paper presents an automatic mass balancing technique, which

uses exclusively three balance masses without any other actuators.
The proposed automatic balancing system is based on adaptive
nonlinear feedback control that significantly and automatically
reduces the gravitational disturbance torque by a precise collocation
of the center of mass on the center of rotation. The automatic mass
balancing system is composed of three balancemasses that aremoved
by electric motors along the three orthogonal directions of the body
coordinate system. By assumption, the body coordinate system is
aligned with the spacecraft simulator’s principal inertia axes with the
origin located in the spacecraft simulator’s center of rotation (CR) as
shown in Fig. 1. The vector roff � � roffx roffy roffz �T represents the
unknown offset between the CR and the center of mass (CM). The
goal of the automatic mass balancing system is to eliminate the
unknown offset by moving the three balance massesmx,my, andmz
in an appropriate manner.
With respect to other automatic balancing systems, the main

advantage of the proposed system is that it does not require any other
actuators besides balance masses to balance the spacecraft simulator.
This aspect is particularly important when dealing with small
spacecraft simulators, because actuators, such as reaction wheels or
control moment gyros, require a consistent amount of volume and
weight. Moreover, the proposed automatic balancing system is

simple to implement, because only three sliding masses moved by
three motors are needed.
The proposed automatic balancing idea requires a control

algorithm that automatically adjusts the location of the slidingmasses
to eliminate the unknown offset between the center of rotation and
center ofmass. There are some challenges that need to be successfully
addressed. First, the torque that can be generated by the actuators (the
balance masses) is physically confined in the direction perpendicular
to the gravity field. It implies that the offset along the gravity field is
very difficult to be compensated using sliding masses. For example,
suppose the spacecraft is balanced in the two directions perpendicular
to the gravity field, and the spacecraft is spinning along the direction
of the gravity field. In such situation, the location of the sliding mass
on the direction of the gravity field does not affect the motion.
Therefore, the control system has very limited feedback information
to use. To overcome this challenge, a two-step design has been
chosen. In the first step, the offset in the transversal direction is
compensated using an adaptive nonlinear control law. Once the
offset in the two directions perpendicular to the gravity field are
compensated, the offset in the last direction is estimated using a
Kalman filter and then compensated according to the estimated
offset.
In the first step of the automatic balancing procedure (i.e.,

compensation of offset in the directions perpendicular to the gravity
field), due to the presence of unknownparameters (the components of
the distance vector between the spacecraft simulator’s center of mass
and the center of rotation), a nonlinear adaptive control is adopted.
Conceptually speaking, the proposed control algorithm is based on
the conservation of the angular momentum. If the spacecraft
simulator is perfectly balanced, the angular momentum is conserved
because there is no acting external torque. Conversely, if an offset is
present between the center of mass and the center of rotation, the
angular momentum is not conserved due to the gravitational torque.
This information can be used by the control system to relocate the
positions of the three slidingmasses until the derivative of the angular
momentum is zero. The proposed nonlinear adaptive control law is
proven to be stable in the sense of Lyapunov. Furthermore, by using
LaSalle’s invariance principle, it has been proven that the offsets
along the two directions perpendicular to the gravity field can be
completely compensated. In the second step, the vertical offset is
estimated by an unscented Kalman filter and then compensated.
The proposed automatic mass balancing system is tested on a
newly developed spacecraft simulator at the Spacecraft Robotics
Laboratory at the Naval Postgraduate School [15]. The purpose of
this apparatus is to simulate the attitude dynamics of a class of small
satellites: CubeSats. The simulation and experimental results are in
strong agreement with the theoretical analysis and demonstrate a
significant reduction of the disturbance torque.
The paper is organized as follows. The first step of the balancing

procedure is described in Sec. II. This step uses a nonlinear adaptive
control law to compensate the transversal imbalance. The vertical

Fig. 1 Automatic mass balancing system.
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imbalance compensation based on estimation techniques is
considered in Sec. III. Section IV presents the simulation results,
and the experimental results on the spacecraft simulator are presented
in Sec. V. Finally, Sec. VI states the conclusions of this work.

II. Transversal Imbalance Compensation

A. System Dynamic Model

The spacecraft simulator kinematics and dynamics can bemodeled
using two coordinate systems as shown in Fig. 2: the inertial
coordinate systems Xi, Yi, Zi and a coordinate system fixed to the
simulator body xb, yb, zb. Both coordinate systems have their origins
in the center of rotation. The orientation of the body-fixed coordinate
system with respect to the inertial coordinate system defines the
attitude of the spacecraft simulator.
The spacecraft three-axis simulator can rotate freely, but cannot

translate, because the CR is a fixed point in the inertial coordinate
system. Each balance mass is assumed to be an ideal mass particle
that can be translated along its corresponding axis. The rotational
kinematics using a quaternion can be describe by

2
664

_q1
_q2
_q3
_q4

3
775 � 1

2

2
664

0 ωz −ωy ωx
−ωz 0 ωx ωy
ωy −ωx 0 ωz
−ωx −ωy −ωz 0

3
775
2
664
q1
q2
q3
q4

3
775 (1)

whereω � �ωx ωy ωz �T represents the absolute angular velocity
of the simulator along the body coordinate system, and q �
�q1 q2 q3 q4 �T are the quaternions.
It is assumed that the system subjects to no external control torque

except for the gravity torque due to the system imbalance. Assuming
the balance masses are held in their original positions, the rotational
dynamics of the simulator with respect to the center of rotation is
given by Euler’s equation [16]

_Γ� ω × Γ � roff ×ms∕cg
b (2)

where ms∕c is the simulator mass including the three proof masses,
and Γ is the angular momentum, which can be written as

Γ � Jω (3)

with J as the simulator inertia matrix. By assumption, the body
coordinate system is parallel to the principal inertia axes of the
simulator, hence the inertia matrix is diagonal. Additionally, it has
been assumed that the three balance masses are aligned with the axes
of principal inertia and that they have the same massmp. The inertia
matrix can then be written as

J � J0 −mp
X
i

�ri×��ri×� for i � x; y; z (4)

whereJ0 is the inertia matrix before the balancing procedure, and the
vector ri represents the position of the ith balance mass with respect

to the CR. Furthermore, due to the small entity of the masses and the
low speed of their motion, it has been assumed that the effect of the
motion of the balancing masses on the angular momentum can be
neglected. In Eq. (4), �ri×� is a cross-product matrix defined as

�r×� �

2
4 0 −r3 r2
r3 0 −r1
−r2 r1 0

3
5 with r �

2
4 r1r2
r3

3
5 (5)

To balance the spacecraft simulator, the Earth gravitational fieldgb in
the body coordinate system must be computed using the simulator
attitude through the direction cosine matrix

gb � Rbi gi (6)

where gi � � 0 0 −9.81 �T m∕s2 is the gravitational field in the
inertial coordinate system, and Rbi is the rotation matrix defined as

Rbi �

2
4 1 − 2�q22 � q23� 2�q1q2 − q4q3� 2�q1q3 � q4q2�
2�q1q2 � q4q3� 1 − 2�q21 � q23� 2�q2q3 − q4q1�
2�q1q3 − q4q2� 2�q1q3 � q4q1� 1 − 2�q21 � q22�

3
5

(7)

The purpose of this paper is to use the sliding masses to relocate
the CM of the spacecraft simulator toward the CR to eliminate
the gravitational torque. The proposed method assumes that the
simulator inertia matrix is known and constant. In the next sections, a
two-step design is presented. In the first step, the two transversal
directions xb and yb are balanced by using an adaptive nonlinear
feedback control; in the second step, the imbalance in the remaining
direction is estimated by using an unscented Kalman filter, and then
the offset is compensated. Themain reason for such a two-step design
is that the torque generated by the moving masses is always
constrained in a plane orthogonal to the gravitational field, which
greatly limits the control space and generates difficulties in feedback
control design.

B. Adaptive Nonlinear Feedback Control Law

The proposed adaptive control technique is based on the
conservation of the angular momentum. If the gravitational torque is
zero, the angular momentum is conserved. However, in the presence
of an offset between CM and CR, and therefore of a gravitation
torque, the angularmomentum is not conserved. Themain concept of
the proposed imbalance compensation method is to impose that the
derivative of the angular momentum become zero by displacing, in
real time, the three balance masses.
The mechanical control generated by moving the balance masses

can be expressed as

τr � mp
X
i

ri × gb for i � x; y; z (8)

where ri, the ith balancemass’s position with respect to the CR, is the
control input to be designed.** By considering Eq. (2) and taking into
consideration the effect of τr, the system dynamics can be written as

_Γ�ω × Jω � roff ×ms∕cg
b � τr (9)

In this formulation, the torque τrwill be treated as the dummy control
to be designed using nonlinear adaptive control. Then, the real
control ri will be designed to generate the desired control torque.
However, from Eq. (8), clearly the torque generated by moving the

Fig. 2 Inertial and body coordinate systems.

**Notably, the effect of the displacement of the three equal masses, sliding
each in one direction, on the generation of the gravitational torque, is the same
that it would be obtained by using a single mass displaced in three dimensions
by the sum of the displacement vectors of the three masses. However, using
three masses has the advantage of leaving diagonal the matrix of principal
inertia with respect to the center of rotation.
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masses is constrained in the plane orthogonal togb. This infers that, in
the design of the control torque τr, it needs to contain no component
along the vector gb.
To design the theoretical torque τr, let Θ � roff , where the

parameter roff represents the unknown and time-invariant initial
offset between the center of mass and the center of rotation. Then,

Θ ×ms∕cg
b � ΦΘ (10)

with

Φ�q� � −ms∕cg
b× (11)

Let Θ̂�t� be the estimation of the unknown vector parameter Θ, and
define the estimation error Θ̂�t� as

~Θ�t� � Θ − Θ̂�t� (12)

The dynamics of Θ̂�t� will be determined later through Lyapunov
analysis.
Define the state vector for the overall problem as X � �q;ω; ~Θ�T

The angular velocity vector ω can be decomposed into two
components, oneωg along the vector gb and the otherωp, orthogonal
to gb, that is,

ω � ωg � ωp; ωTgωp � 0; �gb�Tωp � 0 (13)

Let us also define the projection operator

Pp�q� �
�
I − gb�gb�T

kgbk2

�
(14)

so that

ωp � Pp�q�ω (15)

whereωp represents the angular velocity perpendicular to the Earth’s
gravitational field.
To design the state feedback control and the adaptive law for Θ̂, the

following positive definite Lyapunov function is used:

V�q;ω; ~Θ� � 1
2
ωTJω� 1

2
~ΘT ~Θ� 1

2
qTq (16)

The time derivative of the Lyapunov function along the motion of the
system leads to

_V�t� � ωTJ _ω� ~ΘT _~Θ� qT _q

� ωT�−ω × Jω�ΦΘ� τr� � ~ΘT _~Θ

� ωTΦΘ� ωTτr � ~ΘT _~Θ (17)

where Eqs. (9) and (11) have been used, together with the hypothesis
of constant J. From Eqs. (12) and (17) became

_V � ωTΦΘ̂� ~ΘT�ΦTω� _~Θ� � ωTτr (18)

Let the adaptive law for the estimated parameter be

_̂Θ � ΦTω (19)

and the control torque be

τr � −ΦΘ̂ − kpωp (20)

where the parameter kp is an arbitrary positive scalar. Substituting
Eqs. (19) and (20) into Eq. (18), obtaining

_V � ωTΦΘ̂ − ωTΦΘ̂ − kpωTωp
� −kpωTωp
� −kp�ωg � ωp�Tωp (21)

Since ωTgωp � 0, this yields

_V � −kpkωpk2 (22)

FromEq. (22), it is possible to see that the derivative of the Lyapunov
function is negative semidefinite, hence the closed-loop control
system is Lyapunov stable. Moreover, by the LaSalle invariance
principle [17], the system will converge to the largest invariant setΩ
contained in

f _V�t� ≡ 0g � fX∶ _V�q;ω; ~Θ� ≡ 0g � fωp�t� ≡ 0g (23)

in other words, limt→∞ωp�t� � 0.

C. Control Torque Generation

The designed theoretical control torque τr must be physically
created by moving the balance masses. The torque generated by the
slidingmasses is constrained to a direction normal to both themasses’
position vector and the gravitational field direction. If τr is designed
according to Eq. (20), this property can be guaranteed. In fact,
multiplying �gb�T to both sides of Eq. (20), and using Eqs. (11) and
(13), leads to

�gb�Tτr � −�gb�TΦΘ̂ − kp�gb�Tωp � 0 (24)

To design the real control r, which is the balance masses’ position
vector, the designed torque τr needs to be mapped to r. For this
purpose, substituting τr in Eq. (8) gives

τr � mp�−gb�t� × r� (25)

Because the matrix �−gb�t�×� is always singular, r cannot be directly
found by inverting it. However, due to property (24), the designed
control torque τr is guaranteed to be in the range of �−gb�t�×� for
all t, so that Eq. (25) always has a solution for r. Indeed, a solution is
given by

r � gb×τr
kgbk2mp (26)

To see this, substituting Eq. (26) into Eq. (25), and using the condition
gb ⊥ τr, ∀ t from Eq. (24), it can be found that

−mp
�
gb × gb × τr
kgbk2mp

�
� −mp

�
�gb · τr�gb − �gb · gb�τr

kgbk2mp

�
� τr

(27)

Therefore, the control applied to the mass balancing system is given
by Eq. (26) with τr be designed according to Eq. (20).

D. Convergence of the Estimated Parameters

By the LaSalle invariance principle [17], the system will converge
to the largest invariant set Ω contained in Eq. (23). On the set
fωp�t� ≡ 0g, the designed parameters estimation law in Eq. (19)
leads to

_̂Θ � ΦTω � ΦTωp �ΦTωg � ΦTωg � 0 (28)

because ωg is always orthogonal to all columns of Φ, which
represents the cross-product matrix form of the gravity field.
On the set fωp�t� ≡ 0g, the spacecraft remains to spin with an

angular velocity aligned to the gravity field. This condition is shown
in Fig. 3, where it has been assumed that the spacecraft remains to
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rotate around the zb axis. Under this condition, it is possible to prove
the convergence of the parameter. Indeed, the closed-loop dynamics
can be obtained by replacing the control actions into Eq. (2) so that

_ω � J−1�−ω × Jω�Φ ~Θ − kpωp� (29)

The projection factor Pp in Eq. (14), can be written as

Pp�q� �

2
4 1 0 0

0 1 0

0 0 1

3
5 −

2
4 �g

b
x�2 gbxg

b
y gbxg

b
z

gbyg
b
x �gby�2 gbyg

b
z

gbzg
b
x gbzg

b
y �gbz �2

3
5 1
kgbk (30)

Because on the set Ω, ωp�t� ≡ 0, the spacecraft simulator is rotating
around the gravity field along the zb axis so that the components gbx ,
gby of the projection factor go to zero. As a consequence,

Pp�q� �

2
4 1 0 0

0 1 0

0 0 0

3
5 (31)

Premultiplying Eq. (29) by the projection factor Pp leads to

Pp _ω �
d�Ppω�

dt
� _ωp � PpJ−1�−ω × Jω�Φ ~Θ − Kpωp� (32)

where the time derivative of the projection factor is equal to zero only
on the set fωp�t� ≡ 0g. Since ω � ωg � ωp on fωp ≡ 0g, Eq. (32)
becomes

0 � PpJ−1�−ωg × Jωg �Φ ~Θ� (33)

Because J is diagonal and ωg has only one component along the zb

axis, it can be shown that ωg × Jωg � 0. Therefore, Eq. (33)
becomes

0 � PpJ−1�Φ ~Θ� (34)

where the matrix Φ can be written, from Eq. (11), as

Φ � ms∕c

2
4 0 gbz 0

−gbz 0 0

0 0 0

3
5 (35)

And so, Eq. (34) can be written as

0 � ms∕c

2
4 1 0 0

0 1 0

0 0 0

3
5
2
4 J

−1
xx 0 0

0 J−1yy 0

0 0 J−1zz

3
5� 0 gbz 0

−gbz 0 0

0 0 0

3
5
2
4

~Θx
~Θy
~Θz

3
5

(36)

which yields

J−1xx · gbz · ~Θy � 0 − J−1yy · gbz · ~Θx � 0 0 · ~Θz � 0 (37)

Since J−1xx , J
−1
yy , g

b
z ≠ 0, Eq. (37) implies ~Θx � ~Θy � 0. Thus, roffx ,

roffy have been correctly estimated and compensated. In fact, by
considering Eqs. (20) and (23), the right-hand side of Eq. (9) is equal
to zero and this implies that no gravitational torque is acting on the
spacecraft (i.e., the distance between CM and CR has been
compensated at least in two directions). But nothing can be claimed
about the third component of ~Θ. This component will be estimated
using a Kalman filter as demonstrated in the following section.

III. Vertical Imbalance Compensation

Once the offsets along roffx and roffy directions are balanced, the
offset in the remaining zb direction needs to be compensated.
Spacecraft attitude and parameter estimation has been studied using
the extendedKalman filter (EKF) and unscentedKalman filter (UKF)
[18–21]. For the dynamic system described in Eq. (2), either UKF or
EKF can be used, and the performance is expected to be similar. In
this study, the UKF is used to estimate the offset roffz by a standard
approach of augmenting this unknown parameter into the state
space [22].
To write the system in state-space form, let us define the state

vector of the continuous system as x � �ωx;ωy;ωz; roffz �T . Here, the
unknown parameter roffz is augmented into the state with the
corresponding dynamics to be _roffz � 0. The disturbance torque due
to the imbalance along the zb axis is

roff ×ms∕cg
b � �−ms∕cg

b
yr

off
z ;s∕c g

b
xr

off
z ; 0 �T (38)

Therefore, the spacecraft simulator dynamics in the state-space form
is given by

_x � f�x� � d�t� (39)

where

f �

2
664J

−1

0
@−ω × Jω�

2
4−ms∕c · g

b
y · r

off
z

ms∕c · g
b
x · r

off
z

0

3
5
1
A

0

3
775 (40)

and d�t� represents the process noise. Let the measurement be the
angular velocity given by the inertial measurement unit (IMU). Then
the output equation is given by y � Hx� v�t�, where

H �

2
4 1 0 0 0

0 1 0 0

0 0 1 0

3
5 (41)

and v�t� represents the measurement noise.
To correctly estimate the offset in the last direction using the UKF,

the observability of the unknown parameter needs to be analyzed. In
this paper, the definition of observability for the nonlinear system
introduced in [23] has been adopted. Consider a general nonlinear
system

_ξ � f�t; ξ; u�; ξ ∈ Rn; u ∈ Rm Y � h�t; ξ; u� (42)

where ξ is the state, u�t� is a continuous control input, and Y
represents the variable that can be directly measured by sensors.
Suppose z � z�t; ξ; u� is a variable to be estimated. Let U represent
an open and connected set in the time-state-control space
R × Rn × Rm.
Definition 1 (Observability) [23]: The function z � z�t; ξ�t�; u�t��

is said to be observable inU if for any two trajectories �t; ξi�t�; ui�t��,
i � 1; 2 in U defined on a same interval �t0; t1�, the equality

h�ξ1�t�; u1�t�� � h�ξ2�t�; u2�t��; a:e: in �t0; t1� (43)

implies

Fig. 3 Spacecraft simulator zb axis aligned with gb.
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z�t; ξ1�t�; u1�t�� � z�t; ξ2�t�; u2�t�� (44)

almost everywhere in �t0; t1�. Suppose for any trajectory �t; ξ�t�; u�t��
in U there always exists an open set U1 ⊂ U so that �t; ξ�t�; u�t�� is
contained in U1 and z�t; ξ; u� is observable in U1. Then, z �
z�t; ξ; u� is said to be locally observable in U.
Lemma 1 [23]: Consider a system without control

_ξ � f�t; ξ�; ξ ∈ Rn Y � h�t; ξ� (45)

Let U ⊂ R ×Rn be an open set. Consider

V � �YT;DYT; : : : : : : ; Dl−1YT�T (46)

for some l > 0, where D is the differentiation operator. If

rank

�
∂V
∂ξ

�
� n

for �t; ξ� ⊂ U, then z � z�t; ξ� is locally observable in U.
The aforementioned observability definition and Lemma are

applied to the spacecraft simulator dynamics in Eq. (40) with
measurement h�t� � �ωx;ωy;ωz�. The variable to be estimated is
z�t; ξ� � roffz . By denoting the differentiation operator D, then

Y � �ω�

DY � � _ω� �

2
664J−1

0
BB@−ω × Jω�

2
664
−ms∕c · g

b
y · r

off
z

ms∕c · g
b
x · r

off
z

0

3
775
1
CCA
3
775 (47)

According to Lemma 1, if the Jacobian of �Y;DY�T , that is,

G � ∂
∂X

�
Y
DY

�
(48)

has full rank, then local observability can be guaranteed. The
Jacobian matrix has the following triangular structure:

G �
�
I3×3 03×1
G21 G22

�
(49)

where I3×3 is the (3 × 3) identity matrix, G21 is a (3 × 3) matrix, and
G22 is a 3 × 1 vector given by

G22 �
∂ _ω
∂roffz

�

2
664
− ms∕cg

b
y

Jxx

− ms∕cg
b
x

Jyy

0

3
775 (50)

Hence, the JacobianmatrixG has full column rank (i.e., the system is
locally observable), if �gby; gbx � ≠ �0; 0�. This condition can be satisfied
if the simulator is tumbling under the gravity torque. For this reason,
to estimate the unknown parameter roffz , initially the simulator has
been put in a tumbling motion by giving it an angular velocity with
components in all three directions. After roffz has been estimated, the
balance mass mz can be moved along the zb axis to compensate the
offset in that direction, thus concluding the automatic balancing in all
three directions.

IV. Simulation Results

The simulation results shown here validate the effectiveness of the
balancing procedure proposed earlier. All the simulations are
developed using MATLAB/Simulink 7.0 using the Runge–Kutta
fourth-order integrator with fixed step Ts � 0.05 s. The physical
parameters used for this simulation are based on the real parameters
of the CubeSat three-axes simulator (CubeTAS) developed
at the Spacecraft Robotics Laboratory at the Naval Post-

graduate School. The spacecraft simulator inertia matrix is
J � diag�0.0226; 0.0257; 0.0266� kg · m2. The total mass is
ms∕c � 4.2 kg with the balance masses mx � my � mz � 0.3 kg.
An offset is simulated with values roff � �1 − 0.9 − 1.4�T · 10−3 m,
the initial angular velocityω � � 0.0888 0.8229 1.3611 �T rad∕s,
and quaternion q � � 0 0 0 1 �T . In the simulation, the sliding
masses are used as actuators. The feedback control law in Eq. (20) is
generated using the simulated data of angular velocity, gravity field,
and quaternions. Furthermore, the simulation assumes that the data
related to the gravity field, angular velocity, and quaternions have the
same sample time Ts � 0.05 s. The maximum translation distance
for each sliding mass is �28 mm providing a total offset com-
pensation capability of�2 mm in each direction. The uncertainty in
the slidingmasses’ positions has beenmodeled usingGaussian white
noise distribution with standard deviation σ � 0.5 · 10−6 m. More
details on the CubeTAS simulator are presented in Sec. V.
In the first step of the proposed automatic balancing procedure, the

adaptive control designed in Sec. II is applied to eliminate the
transversal imbalance. The simulation results are demonstrated in
Figs. 4–6. Figure 4 shows the balance masses’ positions during the
balancing procedure. As a physical constraint, the sliding masses’
displacements need to be less than the maximum travel distance of
28mm for all time. For this reason, the feedback gain kp in Eq. (20) is
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Fig. 4 Simulation results: balance masses’ positions.
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Fig. 5 Simulation results: convergence of the estimated offsets.
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tuned in away that the slidingmass travel distance is always less than
its maximum value, as shown in Fig. 4.
As shown in Fig. 5, during the mass balancing procedure, ~Θx and

~Θy converge to zero, implying that the offsets in xb and yb directions
are balanced. ~Θz does not converge to zero, because the offset in the
third direction roffz cannot be balanced with the proposed adaptive
control. These simulation results agreewith our analysis presented in
preceding sections. Figure 6 shows the behavior of the angular
velocity during the first step of the balancing procedure. The angular
velocity perpendicular to the gravity field ωp tends to zero and
ω → ωg. Thus, the spacecraft remains to spin along the gravity vector
as proven in Sec. II using Lyapunov stability analysis.
Once the first step is completed, the offset in the directions

perpendicular to the gravity field has been compensated. The offset in
the last direction roffz can be estimated in the second step. At the
beginning of the second step, an angular velocitywith components in
all directions is applied to the spacecraft simulator. This guarantees
the observability of the unknown parameter roffz as explained in
Sec. III. During the rotational motion, a UKF is adopted to estimated
roffz . The associated measurement and process covariance matrices,
considering the hardware setup, have been chosen as

R � E�vvT� � diag��4.87 × 10−5�2; �4.87 × 10−5�2;
�4.87 × 10−5�2��rad2∕s2� �51�

Q � E�ddT� � diag�10−10; 10−10; 10−10; �1 × 10−4�2�
×�rad2∕s4; rad2∕s4; rad2∕s4;m2∕s2� (52)

The initial error covariance matrix P0, reflecting the uncertainties in
the initial estimated state variables, is set to be a diagonal matrix as

P0 � diag��0.1�2; �0.1�2; �0.1�2; �1.5 × 10−3�2�
�rad2∕s2; rad2∕s2; rad2∕s2;m2� (53)

The simulation results using the preceding gainmatrices are shown in
Fig. 7, where the error between roffz and its estimation has been
defined as

roffe � kroffz − r̂offz k (54)

It can be seen that the filter converges to the correct value of roffz in less
than 20 s. Indeed, roffe decreased to less than 10−6 m after the filter
converges. The small error in the estimation shown in Fig. 7 depends
on theUKF sample timeTs � 0.05 s. In fact, simulations show that a
reduction of the sample time leads to a reduction of roffe . Thus, it can
be claimed that the offset in the last direction has been correctly

estimated, and then it can be compensated to drastically reduce the
gravitational torque acting on the spacecraft simulator.
To experimentally verify the effectiveness of the automatic

balancing procedure proposed here, the following method will be
implemented on the CubeTAS. After the balancing procedure, an
arbitrary angular velocity will be applied to the system. The total
energy, which is the sum of the kinetic energy and the potential
energy, is conserved, that is,

Etot � Er�t� � Pg�t� � constant (55)

where Pg�t� represents the potential energy and Er�t� �
1
2
ωT�t�Jω�t� represents the kinetic rotational energy. If the system

is balanced, then Pg�t� ≅ 0. Therefore, the rotational kinetic energy
is conserved during the motion, that is, Er�t� � Er�0� � constant.
Thus the variation of the rotational kinetic energy in time serves as a
measure of the effectiveness of the mass balancing procedure.
Because the rotational kinetic energy can be evaluated by the
gyroscope measurement, this quantity provides an easy way to
demonstrate the accuracy of the balance procedure experimentally.
Figure 8 shows the variations of the kinetic energy before and after

the balancing procedure. When the system is unbalanced, the
variation in amplitude of the kinetic energy will be greater than the
amplitude variation with respect to the balanced system. As shown in
Fig. 8, the kinetic energy of the unbalanced system has a standard
deviation σunbalance � 3.847 × 10−3 J, where the balanced system
has a standard deviation σbalance � 4.5331 × 10−6 J; thus this value
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Fig. 6 Simulation results: magnitude of ω, ωp and ωg during
transversal balancing procedure.
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Fig. 7 Simulation results: Top graph shows the estimation of roffz and
the real value. Lower graph shows the estimation error roffe using UKF.
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Fig. 8 Simulation results: kinetic energy before Ebr and after Ear the
balancing procedure.
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has been reduced by approximately 99.9%. The value of the standard
deviation after balancing procedure is different from zero because the
uncertainties in the sliding masses’ positions have been modeled as
Gaussian white noise distribution. By adding noise into the sliding
masses’ positions, the system is subjected to a torque that prevents the
kinetic energy from being a constant. However, the sensible
reduction in the kinetic energy standard deviation is an indication of
an effective balance of the system.

V. Experimental Results

A. Experimental Apparatus

CubeTAS is a CubeSat-scale three-axis hardware simulator
designed to recreate an ideally torque-free platform for testing
nanosatellites’ attitude determination and control algorithms in a lab
environment. The experimental apparatus shown in Fig. 9 has been
developed at the Spacecraft Robotics Laboratory of the Naval
Postgraduate School.
The CubeTAS simulator contains an automatic balancing system,

consisting of three stainless steel masses driven by three linear
stepper motors along their axis, respectively. The sliding masses are
custommade to encapsulate the stepper motors. The whole system is
supported by a spherical air bearing that allows it to rotate�50 deg
about two axes in the horizontal plane and 360 deg along the vertical
axis [24]. A Helmholtz cage has been constructed around the
spacecraft simulator to allow the simulation of the orbital magnetic
field. Attached to the Helmholtz cage, a high-accuracy motion
capture camera system measures the attitude. The main design goal
for CubeTAS is to have a shape suitable to be fit in a sphere as shown
in Fig. 10. The mechanical design was made such that the offset
between the center of mass and the center of rotation is minimum. To
meet these goals, the physical shape was designed and the locations

of all the components were determined in three-dimensional (3-D)
CAD software NX 7 by Siemens. The property of each component
was derived by the CAD file provided by the component’s
manufacturer. TheCubTAS 3-DCADmodel is shown in Fig. 10. The
upper part is mainly for three reaction wheels and a battery, whereas
the lower part is for PC-104 boards, power management boards, and
balancing masses with relative linear actuators. The IMU provides
information regarding angular velocity and magnetic and gravity
fields. A magnetometer, sun sensor, three magnetic coils, and three
reaction wheels are used for attitude estimation and control. During
the automatic mass balancing experiment, only the data relative to
angular velocity and gravity field are used.

B. Automatic Mass Balancing Experiments

In the first step of the balancing procedure, the offset along the xb

and yb directions will be compensated. At the beginning of the first
experiment, an initial angular velocity of ω � � 0.0888 0.8229
1.3611�T �rad∕s� is applied to the spacecraft simulator. As the
designed adaptive nonlinear control takes action, the IMU registers
the gravity field components and angular velocity values. Shown in
Fig. 11 are the gravity field vector components during the rotational
motion. It can be seen that, after t � 200 s, the only component of the
gravity field that is different from zero is the one aligned to the zb axis.
This is in agreement with our theoretical analysis. Figure 12 shows
the magnitude of the components of the angular velocity. Solid lines
are the experimental results and dashed lines are simulation results.
As shown in Fig. 12, the experimental data relative to the magnitude
of the angular velocity ωp tend to zero, so that, at the end of the first
step of the balancing procedure, the spacecraft simulator remains to
spin only along the zb axis. This behavior was expected from the
simulation results of the proposed balancing method as shown by the
dashed lines.

Fig. 9 CubeSat three-axis simulator at the Spacecraft Robotics Laboratory of the Naval Postgraduate School (Lab Director, Marcello Romano).

Fig. 10 Overview of the CubeTAS body.
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The discrepancies between experimental and simulation results are
particularly evident after t � 250 s. In fact, the work of the
unmodeled dissipative torque acting on the spacecraft simulator, such
as aerodynamic drag, causes the system to lose energy and,
consequently, to reduce its angular velocity ω. For this reason, as
shown in Fig 12, the experimental value kωgk decreases in time
instead of converging to a constant. Another difference between
experimental and simulation results appears at the beginning of
the automatic balancing procedure, where the simulated and
experimental systems, under the same control law, react slightly
different. Such difference may be caused by unmodeled dynamics.
For example, the inner-loop control that adjusts the position of
the moving masses to the desired location is not modeled in
the simulation. Nevertheless, these discrepancies do not affect the
effectiveness of the balancing procedure because, in both cases, the
angular velocity ωp → 0, as deduced analytically in Eq. (22).
In the second step of the automatic balancing procedure, to

compensate the offset in the zb axis, an unscented Kalman filter is
used to estimate the unknown offset. In the experimental validation,
the UKF sample time has been set equal to onboard computer sample
time Ts � 0.05 s. The initial error covariance matrix P0 has been
chosen as

P0�diag�0.22;0.22;0.22;�2×10−3�2��rad2∕s2;rad2∕s2;rad2∕s2;m2�

so that each diagonal element reflects the square of each experimental
initialization error. By analyzing the gyroscope output signal in the
steady-state condition, the measurement covariance matrix has been
chosen to be

R � diag��0.0024�2; �0.0021�2; �0.0027�2� �rad2∕s2�

and the associated process noise covariance matrix to be

Q � diag��10−4�2; �10−4�2; �10−4�2; �3 × 10−3�2�
× �rad2∕s4; rad2∕s4; rad2∕s4;m2∕s2�

The estimated value of roffz is shown in Fig. 13. It can be seen that the
estimation of the offset in the zb direction converges to the value of
roffz ≈ 1.5 × 10−3 m. To verify the convergence of the UKF, the
square root of the last diagonal element of the error covariancematrix
has been plotted. In fact, if the filter operates correctly, this value in
time should be as close as possible to zero, as shown in Fig. 13.
The energy conservation method proposed in Sec. IV has been

implemented after themass balancing procedure, to further verify the
effectiveness of the balancing method. Before the mass balancing
procedure, an angular velocity has been given to the system and the
kinetic rotational energy has been recorded. The procedure is
repeated after the balancing procedure. Figure 14 shows that the
variation in amplitude of the kinetic energy term is drastically
reduced after the mass balancing procedure; thus, it is reasonable to
conclude that the proposedmass balancing procedure has produced a
significant reduction of the offset between the center of mass and the
center of rotation. Indeed, the standard deviation has changed from
σunbalance � 2.8223 × 10−4 J to σbalance � 8.2474 × 10−5 J, which is
a reduction of ≈71%. As expected, the reduction in the standard
deviation of the kinetic energy is less than the one obtained in the
simulation. This is because all the measurements from the IMU
relative to angular velocity and gravity field are affected by noise that
has not been modeled in the simulation. Furthermore, other
dissipative torques that are difficult to simulate affect the spacecraft
simulator. The aerodynamic drag is one of the major dissipative
torques present during laboratory experimentation. The presence of
different wires and components generates an irregular shape that,
exposed to the air flow during the rotational motion, produces a
dissipative aerodynamic torque that is difficult to model.
Nevertheless, by considering low value of angular velocity, the
magnitude of the dissipative torque can be considered very small. The
presence of these unmodeled dynamics degrades the estimation
performance. For this reason, the reduction in the standard deviation
of the kinetic energy during the laboratory experimentation is less
with respect to the simulated one shown in Fig. 8. In particular, by

0 50 100 150 200 250 300 350 400
−12
−8
−4

0
4

0 50 100 150 200 250 300 350 400
−12
−8
−4

0
4

0 50 100 150 200 250 300 350 400
−12
−8
−4

0
4

Fig. 11 Experimental results: gb components during transversal
balancing procedure.
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Fig. 12 Experimental and simulation results: Solid lines are
experimental data; dashed lines are simulated data of the magnitude of
ω, ωp, and ωg during transversal balancing procedure.
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Fig. 13 Experimental results: roffz estimation usingUKFduring vertical
balancing procedure.
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observing the energy profile shown in Fig. 14, it is possible to see that
the energy tends to decrease in time. This decreasing behavior is due
to the work of the dissipative torques that affect the system.

VI. Conclusions

This paper presents an automatic mass balancing system for
spacecraft simulators, which allows real-time relocation of the center
ofmass to the center of rotation using only slidingmasses. Compared
withmanual balancing, the proposed automatic balancing system can
greatly reduce the labor involved in the balancing process and save
design time. The use of sliding masses as the only actuator makes the
implementation relatively easy and the proposed automatic balancing
system suitable for small-size spacecraft simulators. To overcome the
physical limitation of the actuator (i.e., the torque generated by
moving masses is constrained in the direction perpendicular to the
gravity field), a two-step design is proposed. The performance of the
proposed automatic balancing method is theoretically justified using
Lyapunov stability analysis and is demonstrated at simulation level.
The experiment conducted on a CubeSat-scale simulator also shows
the efficacy of the proposed method; however, the presence of
unmodeled dynamics (e.g., aerodynamic drag) and different sources
of noise degrades the performance. Further work is needed to
incorporate dissipative torques and to analyze the effect of various
noises to improve the accuracy.
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