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ABSTRACT 
 
 

This research involves the development of a human-body motion tracking 

system constructed with the use of commercial off-the-shelf (COTS) compo-

nents. The problem to be solved is that the data from the motion tracking sensors 

must be transmitted wirelessly in real time from a microcontroller to a server 

computer. Due to the fact that the microcontroller does not support a standard 

OS, widely used PCMCIA cards or USB wireless modules cannot be used. The 

wireless communication module chosen for this purpose is the DPAC airborne, a 

highly integrated 802.11b module that can be easily integrated with the microcon-

troller. 

The evaluation of the module was completed in four stages. The first part 

was to initiate communication with the DPAC module. The second part was to 

establish communication between the DPAC module and a TCP server. The third 

part was to establish communication between the microcontroller and the DPAC 

module. The fourth part was to increase the baud-rate to the desired high value 

of 230,400 bps. 

The evaluation result indicates that the DPAC airborne module meets the 

wireless communication requirements of the motion tracking system. 
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EXECUTIVE SUMMARY 
 

This research involves the development of a human-body motion tracking 

system constructed with the use of commercial off-the-shelf (COTS) compo-

nents. The MARG motion tracking system has direct military applications, includ-

ing the implementation of a Synthetic Environment for Virtual Combat Training 

purposes. The MARG system consists of fifteen sensors responsible for sensing 

rotational motions, the Control Interface Unit (CIU) responsible for gathering and 

forming packets from the data coming from the sensors, the wireless communi-

cation module (DPAC airborne) responsible for wirelessly transmitting the data, 

and finally the server computer responsible for depicting the motion. 

The main component of the system investigated in this thesis is the wire-

less communication module that sends the motion data to a server computer. 

The wireless communication module chosen for this purpose is the DPAC air-

borne, a highly integrated 802.11b module fulfilling all the performance require-

ments for the MARG project. It is configured to receive the data from the TI mi-

crocontroller of the CIU and retransmit them to any client participating in the 

Wireless LAN. 

The evaluation of the module was completed in four stages. The first part 

was to initiate communication with the DPAC module. The second part was to 

establish communication between the DPAC module and a TCP server. The third 

part was to establish communication between the microcontroller and the DPAC 

module. The fourth part was to increase the baud-rate to the desired high value 

of 230,400 bps. 

Based on the valuation conducted, it is determined that the DPAC air-

borne meets all the requirements of the MARG project. In particular it achieves 

the 230,400 bps data rate and is easily integrated into the CIU. 
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I. INTRODUCTION 

In this chapter, the concept of the MARG project is presented. After a brief 

discussion of the previous work on the project, the research issues addressed in 

this thesis are introduced. In addition, the contents of the remaining thesis chap-

ters are outlined. 

 

A. PREVIOUS WORK 

The MARG project originates from the idea of representing the motion of 

the human body fully and in real time [Ref. 1]. This motion is represented in a vir-

tual environment, which is also known as a Synthetic Environment [Ref. 2]. The 

design goal of such an environment is to make the user feel as if he exists in that 

environment [Ref. 1]. The military relevance of the Synthetic Environment is its 

use for Virtual Combat Training purposes. 

Bachman [Ref. 3] made the first coherent attempt to create such a virtual 

environment. For his dissertation, he used the second generation of the proto-

type sensors MARG (Magnetic, Angular Rate, and Gravity), MARG II. One 

MARG sensor was placed on each (human) limb. The intention was for every 

sensor to monitor the three-degrees-of-freedom motion of each limb. 

The MARG II sensors are comprised of three magnetometers, three ac-

celerometers, and three angular rate micro-machined sensors [Ref. 1]. They 

were physically connected to a central computer. There the analog data was 

gathered and filtered so that the limb motion could be depicted on an avatar. 

Since that time, the virtual environment has evolved. In particular the fol-

lowing drawbacks were addressed. First, the power supply for each of those sen-

sors was a 12-Volt DC battery. As a result, the sensors were bulky and heavy 

[Ref. 1]. 

Second, the power consumption of the sensors was quite high, requiring 

one to carry along sufficient battery cells [Ref. 1]. 

1 



Third, the previously mentioned central computer was specially configured 

for the project. This set up was arduous and involved various bulky hardware. As 

a result, the central computer constituted a single point of failure. In addition, re-

placing it was a strenuous procedure [Ref. 1]. 

Fourth, the sensors were physically attached (cabled) to the central com-

puter [Ref. 1]. 

Kavousanos-Kavousanakis [Ref. 1] made the second coherent attempt to 

create a virtual environment designed with the above drawbacks in mind. Since 

then, the MARG III sensor had been developed. This sensor is smaller, pro-

grammable, and consumes less power. 

A Control Interface Unit (CIU) was introduced. One goal of the CIU was to 

reduce some of the processing load from the central computer. However its main 

goal was to gather and to prepare the digital data to be transmitted serially 

through a wireless interface. An additional task of the CIU was to supply power to 

the sensors. In that way the weight of the batteries that comprise the power sup-

ply could be transferred from the sensors to the CIU [Ref. 1]. 

The central computer was replaced by a standard PC. The only require-

ment for that PC would be to run a server program with the CIU as its client. 

 

B. RESEARCH ISSUES 

The MARG III version of the project revealed some drawbacks in its im-

plementation. The commercial-off-the-shelf (COTS) wireless communication de-

vice that was used demanded an RS232-compatible input from the CIU. That re-

sulted in several problems. First, the RS232 protocol is a high-voltage protocol, 

which means it has a relatively high power consumption. It uses +/-15Volt DC 

[Ref. 4]. The rationale is that RS232 was designed to perform adequately over 

longer distances. However this feature is unneeded for this application since the 

maximum distance to be covered is on the order of the size of the human body, 

merely a few feet. 
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Second, the maximum bit-rate supported by the RS232 protocol for com-

mercially designed products is 115,200 bits per second (bps) [Ref. 5]. This bit-

rate is exactly the half of what is needed with all fifteen sensors in operation. This 

last statement considers the sensor data rate, and the sensor-to-CIU and CIU-to-

serial interface. The incoming data rate consists of the sum of the data rate for 

each sensor, plus the overhead bits used in the sensor-to-CIU – CIU-to-serial in-

terface. As a result, the final figure describing the incoming data rate is 230,400 

bps. When a lower data rate is used, the additional bits arriving must be buffered 

until they can be transmitted. Therefore, it is obvious that, if the bit-rate is kept at 

115,200 bps, the only option is to sacrifice the real-time transmission and to in-

troduce buffering. 

The following points summarize the challenges that must be overcome in 

order to make the MARG project work in full (fifteen sensors), without having to 

address buffering issues: 

�x�� Increase the maximum bit-rate potential in the communication between 

the CIU and the wireless communication device, 

�x�� Employ an easily programmable wireless communication device that 

supports data rates of 230,400 bps or higher (in order to be able to 

meet future demands), 

�x�� Reduce the output voltage from the CIU in order to decrease further 

power consumption. 

In order to resolve the above challenges, an in-depth search was initiated 

to find the proper components to integrate into the MARG III project. These com-

ponents should support multiple protocols, which can be interfaced with the exist-

ing CIU, specifically, with the TI MSP430F149 microcontroller [Ref. 6] used in the 

CIU. 
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C. THESIS GOALS 

The main goal of this thesis was to integrate into the project a viable high-

speed connection between the CIU and the wireless communication unit. The 

following had to be achieved in order to overcome real-time and buffering issues:  

�x�� Find a communication protocol that supports data rates of 230,400 bps 

and higher, and whose interface is simple enough to be used with a 

microcontroller like the TI MSP430F149, 

�x�� Find a wireless communication unit that supports that protocol, 

�x�� Program the microcontroller to use that protocol, 

�x�� Connect and interface the microcontroller with the communication unit, 

�x�� Test various speeds and set-ups using the evaluation boards of the 

microcontroller and the wireless communication device, and finally 

�x�� Integrate the wireless communication unit with the MARG motion track-

ing system. 

 

D. THESIS ORGANIZATION OUTLINE 

Chapter II presents the TI MSP430F149. The main features of the TI 

MSP430F149 are briefly described. The particularities concerning the microcon-

troller are addressed. 

Chapter III presents the DPAC airborne wireless communication unit [Ref. 

7]. A brief discussion explains the reasons this communication unit was chosen 

over the existing and operating WiSER communication unit. The particularities 

concerning the unit are addressed. 

Chapter IV presents the steps taken to evaluate the airborne unit. The 

most important part of that process – the evaluation and testing of the connection 

established between the TI MSP430F149 and the airborne wireless communica-

tion unit – is briefly discussed. 

4 



Chapter V describes the procedure followed to set up the microcontroller 

as well as the communication unit. In addition, it illustrates the steps followed in 

order to connect them and to initiate the communication. 

The final chapter (VI) of this thesis presents conclusions and suggestions 

to further develop and optimize the results. 
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II. DESCRIPTION OF THE TI MSP430F149 ULTRA-LOW 
POWER MICROCONTROLLER  

This chapter provides a brief discussion on the TI MSP430F149 ultra-low 

power microcontroller (TI microcontroller). The TI microcontroller (an important 

part of the CIU) is the last component before the wireless transmission of the 

data gathered by the sensors. In the CIU, it collects the data from the sensors 

(after they are multiplexed) and assembles them in packets, ready for transmis-

sion [Ref. 1]. The data is then sent to the wireless communication device. For the 

purpose of this thesis, the TI microcontroller must be programmed to send the 

data via the appropriate high-speed protocol to the wireless communication de-

vice. 

 Earlier in the project, and after an extensive trade-off analysis, the TI mi-

crocontroller depicted in Figure 1 was selected. 

 

Figure 1. The TI Mic rocontroller. 
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The TI microcontroller features a powerful 16-bit RISC CPU with 16-bit 

registers and constant generators [Ref. 6]. Its most important feature though (for 

this thesis) is the universal serial synchronous/asynchronous communication in-

terface (USART). 

 

A. THE TI MSP430F149 MICROCONTROLLER 

The TI MSP430F149 microcontroller features a RISC CPU (16-bit), some 

peripherals, and a clock system [Ref. 9]. The interconnections are made with a 

von-Neumann common memory address bus (MAB) and memory data bus 

(MDB) [Ref. 9]. The TI microcontroller therefore combines a modern CPU with 

modular analog and digital peripherals and offers solutions for demanding mixed-

signal applications [Ref. 9]. 

The TI microcontroller’s clock system includes an integrated high-speed 

digitally controlled oscillator (DCO), which can be a source for the master clock 

(MCLK) of the TI microcontroller. In addition, an auxiliary clock is driven directly 

from a common crystal [Ref. 9]. Any of the above-mentioned clocks can be used 

for synchronization purposes. Figure 2 shows a schematic of the architecture of 

the TI microcontroller. 
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Figure 2. The TI Mic rocontroller  Architecture [From Ref. 9]. 

 

B. UNIVERSAL ASYNCHRONOUS COMMUNICATION INTERFACE 
(UART) 

UART is the asynchronous mode of USART. It is the component that han-

dles asynchronous serial communication. The UART takes the bytes of data to 

be transmitted and transmits them as individual bits in a sequential fashion. At 

the destination, a second (receiver) UART reassembles the bits back into the 

complete bytes [Ref. 10]. 

A key feature of UART is that it allows data to be sent without the need for 

a clock signal. Instead of a clock, various timing parameters are agreed upon in 

advance (selected baud-rate). In addition there are special bits added to each 

word, which are used for synchronization purposes [Ref. 10]. 

The data rate is not limited as with the RS232 protocol to 115,200 bps. In 

addition, the voltages used are not as high. 
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C. THE UART ON THE TI MICROCONTROLLER 

The TI microcontroller supports three USART interfaces: UART, SPI, and 

I2C. In the UART mode, the TI microcontroller connects to an external properly 

interfaced subsequent unit via two external pins, URXD and UTXD [Ref. 9]. The 

UART mode block diagram is shown in Figure 3. 

 

Figure 3. The UART Mode Block Diagram [From Ref. 9]. 

 

The UART mode in the TI microcontroller is used for the communication of 

the CIU and the wireless communication unit. As mentioned above, the timing for 

the UART mode is provided by the selected baud-rate. Furthermore, the clock/ 

10 



crystal can be selected among the available clocks of the TI microcontroller. In 

this thesis, a high frequency crystal is used to achieve a high baud-rate in order 

to keep constant the desired baud-rate. 

 

D. SUMMARY 

In this chapter, some of the basic features of the TI microcontroller were 

described. Furthermore, those features that will be exploited in this thesis are 

pointed out. Then the UART interface was briefly discussed as well as the UART 

capabilities of the TI microcontroller. 

The next chapter discusses how the selection of particular wireless com-

munication components for the MARG project was made. 
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III. SELECTION OF WIRELESS COMMUNICATION COMPO-
NENTS FOR THE MARG PROJECT  

Among the goals of the MARG project is to make the MARG motion-

tracking system wireless. There are various wireless communication standards 

and products available from which to choose. 

This chapter first presents the wireless communication requirements of the 

MARG system, the 802.11 wireless standards family, and the commercial-off-the-

shelf wireless components that could be integrated into the MARG system. It 

then discusses reasons that a particular 802.11b wireless communication unit, 

namely the DPAC airborne, is selected for the MARG system. It finally provides a 

brief description of the DPAC airborne. 

The DPAC airborne is the component that is responsible for the wireless 

transmission (implementing the 802.11b standard) of the collected data from the 

CIU to a server (on a remote PC). For the purpose of this thesis, the DPAC air-

borne will have to be set up to receive the data via the appropriate protocol. As 

discussed in the previous chapter, the appropriate protocol is UART. 

 

A. REQUIREMENTS 

There are a few unyielding wireless communication requirements for the 

MARG system. First, the MARG system imposes the hardware interface re-

quirement, which dictates that the form factor selected for the wireless transmis-

sion must support either RS232, SPI, UART or any other basic protocol that is 

easily implemented on a low-cost microcontroller, such as the TI microcontroller 

used in the MARG system. 

Second, there is a software interface requirement since the MARG system 

cannot afford an Operating System (OS) such as Windows nor Windows-based 

drivers. The processing unit (TI microcontroller) is not designed for use with a 

standard OS. 

13 



Third, a quite high data rate is required for the connection between the mi-

crocontroller and the wireless communication unit in order for the data from all 

fifteen sensors of the MARG system to be sent in real time. The minimum ac-

ceptable data rate is 230,400 bps (as mentioned in Chapter II), which exactly 

covers the needs of fifteen sensors. 

Other requirements are the need for low-power consumption, small size 

and finally low cost. 

 

B. WIRELESS LAN STANDARDS 

For the MARG project, the use of the 802.11b protocol was the obvious 

solution from the start. It constitutes an easy and popular way to communicate 

data wirelessly from the human carrier of the sensors to a PC. Nevertheless, it is 

not the only available solution. Other solutions to the wireless communication 

problem are the Bluetooth technology and of course the other protocols that form 

the IEEE 802.11 family. 

A brief description of the alternatives is provided to better understand the 

reason that an 802.11b standard was chosen. 

The Bluetooth technology was discarded as a solution almost immedi-

ately, mainly because of its limited range (about 10 meters). It is true that al-

though a ten-meter range is adequate for wireless personal area networking ap-

plications [Ref. 11], in this case it is far from sufficient. Ten meters from a sta-

tionary access point would not suffice even for demonstration purposes. 

The next step was to look into the IEEE 802.11 family of wireless commu-

nication protocols. The following subsections describe the main members of the 

family, followed by the reasons the 802.11b protocol comprises the best solution. 
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1. The IEEE 802.11 Standard 

In 1980, the Institute of Electrical and Electronics Engineering (IEEE) 

started a project to establish the standards for Local Area Networks (LANs) and 

Metropolitan Area Networks (MANs) [Ref. 12]. 

In 1997, the original 2.4 GHz wireless Ethernet standard 802.11 was pub-

lished [Ref. 13]. The data transfer rate for this standard was 1 to 2 Mbps. The 

transmission technique schemes selected were Frequency Hopping Spread 

Spectrum (FHSS) and Direct Sequence Spread Spectrum (DSSS) [Ref. 14]. 

Spread-spectrum technology (which started being used commercially in 

the late 1980’s) is a favorite technology of the armed forces because of its resis-

tance to jamming as well as to interception [Ref. 15]. The spread-spectrum tech-

nology works as follows. The original signal is distributed into multiple frequen-

cies (carriers), and each frequency bears part of the information and part of the 

original’s signal power. Because the components are numerous and spread in 

the frequency spectrum, each component has power that practically lies below 

the noise level. Theoretically, only the receiver can isolate the various component 

frequencies comprising the signal from the noise and reassemble them into the 

original signal. From the above, it is obvious that the spread-spectrum technology 

is of great commercial value since it provides the ability to increase the efficiency 

of a very popular frequency band. 

The result from IEEE was the generation of a very efficient, open standard 

that enabled the connection of PCs, PDAs, and other communication devices to 

Wireless LANs (WLANs) [Ref. 14]. The 802.11 achieved all that without creating 

much interference in this otherwise overpopulated frequency band, but most im-

portantly, being relatively immune to interference itself. Yet, this standard was 

only the beginning. Its characteristics and low-data rate were due mainly to the 

particular combination of frequency, bandwidth, and modulation that were se-

lected and implemented [Ref. 12]. Through a modification and perturbation of 

these factors, the other protocols of the family came into being. It is noted that 
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the original 2-Mbps 802.11 wireless communication standard still constitutes the 

fall back for the newer standards under difficulties or conflicts [Ref. 13]. 

 

2. The 802.11b Standard 

The next wireless communication standard to be implemented was 

802.11b. The 802.11b standard presented a data rate of 11 Mbps operating in 

the 2.4 GHz band like 802.11. It quickly became the most popular and most used 

wireless communication standard [Ref. 13]. For a while, it was also known as the 

Wireless Fidelity Standard (Wi-Fi) [Ref. 13]. However, today the term refers to 

the whole 802.11 family of standards [Ref. 16].  

The 802.11b standard can be thought of as the evolution of 802.11. The 

reason for this is that 802.11b uses not only the same frequency band as 802.11, 

but also uses a diversification of the DSSS scheme used in 802.11. The higher 

data rates accomplished are a result of the spread-spectrum modulation tech-

niques used. [Ref. 12] 

The 802.11b standard owes its significant commercial success to several 

causes. First, it uses the frequency band of 2.4 GHz, so all previous infrastruc-

tures can be used and in addition no license is required. 

Second, implementing the modulation techniques used in the 802.11b 

standard is relatively simple and not as power consuming [Ref. 12]. 

Third, the 802.11b standard has the potential of transferring data to dis-

tances up to several hundred feet indoors and up to ten miles outdoors (line of 

sight) [Ref. 12]. 

Of course, there are also disadvantages to this standard. The disadvan-

tages also are closely related to the frequency band selected. The frequency 

band used is relatively low in the wireless communication spectrum. Given the 

fact that lower frequencies have narrower usable bandwidth than higher frequen-

cies, there are physical bandwidth limitations in comparison with other higher fre-

quency standards. In addition, the 2.4 GHz band is very popular and this fact 
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makes it more probable for any device operating there to experience interfer-

ence, even when using spread-spectrum techniques. [Ref. 12] 

 

3. The 802.11a Standard 

The first protocol that appeared after the initial 802.11 was the 802.11a. 

Yet it took a long time (and in particular after the 802.11b was already being 

used) before it was actually implemented. With the 802.11a, a somewhat differ-

ent approach was attempted than for the 802.11. Since the main drawback of the 

802.11 was its slow data rate, the new attempt focused on increasing the data 

transfer speed. The 802.11a was able to provide up to 54 Mbps. The frequency 

used was the 5-GHz band (Unlicensed National Information Infrastructure (UNII) 

band). In addition, rather than using FHSS or DSSS, an orthogonal frequency 

division multiplexing (OFDM) encoding scheme was used [Ref. 14]. 

The choice of the UNII band to increase the data rate differentiates 

802.11a from 802.11 as well as from its descendents (802.11b). However, this 

choice also introduced two new problems. The first of the two major problems 

was that a higher frequency is bound to decrease the maximum achievable dis-

tance (given the same transmitter power) due to higher free space path loss and 

attenuation through material. Second and most importantly, this high frequency 

increases the multi-path fading. In an effort to overcome this kind of problem, the 

coded OFDM (COFDM) encoding technique (developed from OFDM specifically 

for wireless indoor use) was chosen over the FHSS and DSSS [Ref. 12]. 

COFDM divides the bandwidth (20 MHz) of the high-speed data carrier  

into a number of low-speed (~ 300 KHz) sub-carriers [Ref. 12]. Most of these 

sub-channels are used for the transmission of the actual data while the rest are 

used for error correction [Ref. 12]. 

The conclusion is that 802.11a was not the proper second step because it 

changed the frequency band used, wasting the whole infrastructure based on the  
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802.11 standard. In addition, it was a relatively difficult standard to implement, so 

it did not become very popular although it provided a relatively high data rate 

[Ref. 12]. 

 

4. The 802.11g Standard 

The 802.11b standard, as mentioned before, was very successful. Its dis-

advantages related to the 2.4-GHz frequency band cannot be addressed since 

the frequency band that causes some disadvantages is also one of the main rea-

sons for its notable success. Consequently, the attribute of the 802.11b standard 

that could be enhanced was the transmission speed, the 11-Mbps data rate. This 

was the goal of the 802.11g standard. The specification for the 802.11g standard 

was the use of the 2.4 GHz frequency band and a data rate of 22 Mbps extend-

able to 54 Mbps [Ref. 12]. For the specifications to be met, more sophisticated 

transmission techniques had to be used. The IEEE task group decided to use the 

transmission technique scheme used in the 802.11a standard (OFDM) [Ref. 12]. 

The central idea behind the 802.11g standard was to gather the advan-

tages of the 802.11a standard and include them with the features that made the 

802.11b successful. The 802.11g standard was published in June 2003 [Ref. 12]. 

One of the main advantages of the new standard, besides the advantages it 

shares with 802.11b and its high data rate, is its backward compatibility with the 

802.11b standard. This particular advantage will make the transition from one 

standard to the other easier. 

The 802.11g shares exactly the same disadvantages as its 802.11b 

predecessor. However, it supports higher data rates and claims to achieve 

somewhat improved data transmission range [Ref. 14]. 

Moreover, a point about the 802.11g standard must be made. Although 

the 802.11b products will dominate the WLAN market over the next several years 

as expected, the 802.11g is to be considered their long-term successor [Ref. 12]. 

Most probably the 802.11g standard products will simultaneously support the 
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802.11a standard, thereby resulting in dual-band modules on both 2.4 and 5 

GHz. [Ref. 12]. Therefore, the resources invested in an infrastructure supporting 

either the 802.11a or the 802.11b will not be wasted, at least not for the near fu-

ture. 

 

5. Other Members of the 802.11 Famil y 

Besides the popular 802.11a, b and g, there are a few others, the most 

important of which are presented below [Ref.13]: 

�x�� 802.11e: The 802.11e standard intends to improve the quality of ser-

vice (QoS) by allowing packets with specific requirements (in transmis-

sion delay and bandwidth) to be transmitted in preference to packets 

with less restrictive requirements. When this standard is completed 

and available, it will improve streaming audio and video and work with 

already existing wireless cards. 

�x�� 802.11f: Yet another unfinished standard, which intends to allow users 

to move through a WLAN and maintain their connection, even when 

there are multiple access points from various manufacturers. 

�x�� 802.11h: The “h” letter in 802.11h stands for Hiperlan, which is the 

European WLAN standard. The 802.11h standard actually is a diversi-

fication of the 802.11a standard modified to be suitable for use in 

Europe and in order to be Hiperlan (modifications include frequency 

and power management issues in order to avoid interference with sat-

ellite and radar frequencies). 

�x�� 802.11i: This standard intends to take the 802.11 family to the next 

level of security, through key management and distribution, encryption 

and authentication. When the standard is finished, it will probably be 

integrated into the existing systems through a firmware upgrade. 
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�x�� 802.11 IR: The 802.11 IR standard is the infrared (IR) version of 

802.11. It was developed at the same time as the 802.11 and has the 

same characteristics and data rate. This standard was never imple-

mented. 

 

6. Deciding in Favor of  the 802.11b Protocol 

From the above discussion on the various standards, it is not hard to rec-

ognize that the 802.11g standard is the best yet. Nevertheless, it was decided 

not to use the 802.11g standard in the MARG project for the following reasons. 

First, no 802.11g compatible wireless communication module serving the project 

purpose could be found. Although there are a variety of 802.11g modules, none 

supports the stand-alone features, integration potential, and flexibility (e.g. High 

speed UART) required. 

Second, there is an existing infrastructure throughout the NPS campus, 

supporting the 802.11b WLAN standard.  

Third, In the case of the MARG project, the data rate provided by the 

802.11b standard is presently sufficient. In addition, because of the backward 

compatibility provided by the 802.11g standard, even if the future of the wireless 

communications is the 802.11g standard, the MARG project components will 

continue to operate. 

 

C. COMMERCIAL-OFF-THE-SHEL F (COTS) WLAN COMPONENTS 

From the beginning of the MARG project, an important problem to be 

solved was the wireless communication form factor to be applied between the 

human user of the sensors and the server computer. Commercial-Off-The-Shelf 

wireless components that implement the 802.11 standards are available in differ-

ent form factors, ranging from PCMCIA cards, USB modules, RS232 modules,  
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and multi-purpose modules. As a result, various solutions were examined. The 

most important of these potential form factors are discussed, with the reasons 

they were discarded. 

 

1. The Use of a Wireless PCMCIA Card 

In the beginning of the MARG project, one of the ideas considered was to 

have a small computer (wearable computer) strapped onto the human carrying 

the sensors. The purpose of this computer would be to process the streaming 

information from the sensors. Then, the information would be transmitted to the 

server computer. With a wearable computer, one approach to the wireless trans-

mission of the data would be the use of an 802.11b PCMCIA card. 

Once this idea was closely examined, a number of problems surfaced. 

The wearable computer would have to be large enough to host an operating sys-

tem that would support drivers for such a PCMCIA card. That approach was 

more or less out of the question; the reason for discarding it (besides the high 

cost) was that the computer had to be kept small and had to consume little 

power. 

 
2. The Use of a Wireless USB Device 

Another idea that was examined was the use of the wireless 802.11b 

modules with a Universal Serial Bus (USB) interface. Since there are a variety of 

USB-based wireless communication devices, it seemed hopeful to examine the 

idea. One of the first devices considered was the NETGEAR 802.11b wireless 

USB network adapter, a small, simple and reliable device as shown in Figure 4. 
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However, the USB module is designed for use on computers with a stan-

dard OS, such as Windows, and requires a driver. The MARG system uses a mi-

crocontroller (TI MSP430F149) that does not support a standard OS. Therefore, 

for the same reasons as the wireless PCMCIA card this idea was also discarded. 

 

3. The Use of a RS232 Wire less Communication Device 

After the candidate smart devices were rejected, efforts were directed to-

ward something more basic. A simple and very common interface among devices 

was considered, the RS232 serial interface, which does not require an OS. The 

use of an RS232 serial port was a very attractive idea, since it is a protocol that is 

easily implemented. Any computer or microprocessor can afford a serial output. 

After some research on existing wireless communication devices supporting a 

serial RS232 input, the 802.11b compatible OTC WiSER wireless communication 

device was located among other solutions. In an early implementation [Ref. 1], 

the WiSER module, shown in Figure 5, was used for wireless data transmission 

of three MARG sensors. 

 

Figure 5. The OTC WiSER  Wireless Serial RS232 Netw ork A dapter 
[From Ref. 18]. 
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However, the data rate of the WiSER module is limited to 115,200 bps, as 

is generally the case with all the commercial implementations of the RS232 pro-

tocol. Hence, it cannot be used for the MARG system with fifteen sensors (as 

mentioned earlier) mainly due to the following drawbacks: 

�x�� Its slowness (buffering issues), 

�x�� Its high-power consumption, 

�x�� Its size, 

�x�� The difficulty of integrating it into the CIU design. 

 

4. The Use of a Multi-purpo se Wireless Communication Device 

Although a RS232 wireless communication device presents a solution, it is 

far from being the perfect one, meaning the search never ceased for a faster yet 

simpler communication protocol than the RS232 and a wireless communication 

module to support it. 

The first encounter with the DPAC airborne wireless communication de-

vice was through the company’s (DPAC) website. The idea of the DPAC air-

borne, as it was presented in the website, looked quite promising. The DPAC air-

borne is a multi-purpose module that supports, among others, the RS232, UART, 

and SPI. In addition, it does not require an OS. Its maximum data rate is 460,800 

bps using UART and 20 Mbps using SPI. It is small in size (38 x 27 x 4.2 mm) 

and uses less power (drawing 200 – 420 mA of current) [Ref. 7]. After contacting 

the specific company and doing some research, the DPAC airborne wireless LAN 

node module evaluation and development kit was ordered, in order to be evalu-

ated and tested. The goal was to prove that the DPAC airborne was capable of 

everything that the company claimed. Figure 6 shows a picture of the DPAC 

WLAN module. 
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Figure 6. The DPAC WLAN Module [From Ref. 19]. 

 

The DPAC airborne represented the best solution available at the time 

and was therefore chosen for integration with the MARG system. More details 

about the DPAC airborne are provided below. 

 

D. THE DPAC AIRBORNE WIRELESS COMMUNICATION UNIT 

The DPAC airborne is a highly integrated 802.11b module [Ref. 7] fulfilling 

the performance requirements for the MARG project. Figure 7 is a hardware 

block diagram of the module. Its main features include [Ref. 7]:  

�x�� IEEE 802.11b wireless module, 

�x�� Build-in web-server, which enables the change of the set-up parame-

ters in real time, 

�x�� Configurable serial, digital and I/O ports. 
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Figure 7. The DPAC Airborne  Hardware Block Diagram [Fro m Ref. 7]. 

 

Specifically, the DPAC airborne has among features a serial RS232 input-

output port and a high-speed serial UART input-output port. The first was to be 

used in setting the module up and testing. The second was to be used as the 

high-speed communication channel needed between the TI microcontroller and 

the DPAC airborne. 

The speeds (data rates) supported by the high speed UART are 300, 600, 

1,200, 2,400, 4,800, 9,600, 14,400, 19,200, 28,800, 38,400, 57,600, 115,200, 

230,400 and 460,800 bps. 

 

E. THE DPAC AIRBORNE WLAN NODE MODULE EVAL UATION AND 
DEVELOPMENT KIT 

The DPAC airborne came with a LAN module evaluation and development 

kit for testing and development purposes [Ref. 20]. The DPAC airborne evalua-

tion board layout is shown in Figure 8, and Figure 9 is a photograph of the actual 

board. 
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   DPAC Airborne  
   Module 

Figure 8. The DPAC Airborne  Evaluation Board Lay out [After Ref. 21]. 

  

 

Figure 9. The DPAC Airborne  Evaluation Board. 
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 The evaluation board (EVB) has an easy-to-use layout and can serve as a 

programming socket for the DPAC modules, since it is quite easy to remove one 

and attach another one. 

 

F. SUMMARY 

In this chapter, the wireless communication requirements of the MARG 

system were presented. After a brief description of the 802.11 wireless stan-

dards, the COTS components that could possibly be integrated into the MARG 

system were discussed. Finally, the DPAC airborne wireless communication 

module was introduced and presented. 

The next chapter describes the step-by-step testing and evaluation con-

ducted on the DPAC airborne. 
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IV. TESTING AND EVALUATION 

The TI microcontroller was described in Chapter II. The DPAC airborne 

wireless communication module was discussed in Chapter III. In this chapter, the 

process of testing and evaluating the communication interface between the TI 

microcontroller and the DPAC airborne are presented. The whole process was 

divided into four parts. The first part is the procedure to initially communicate with 

the DPAC airborne and set it up. The second part is the procedure to establish 

communication between the DPAC airborne and a TCP server. The third part is 

the procedure to establish communication between the TI microcontroller and the 

DPAC airborne. The fourth part is the procedure to increase the baud-rate to the 

desired value of 230,400 bps. 

 

A. COMMUNICATING WITH THE DPAC AIRBORNE 

In order to set up the DPAC airborne the hardware configuration shown in 

Figure 10 is recommended in the user manual [Ref. 20]. 

The “Remote Computer” is the machine that receives data wirelessly from 

the DPAC airborne through the “Access Point.” The “Host Computer” is the de-

vice connected to the DPAC airborne serially, and for this thesis it is substituted 

by the single-board computer in the CIU, the TI microcontroller; and the serial 

connection is substituted by an UART connection. 
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Figure 10. Hardw are Confi guration [From Ref. 20]. 

 

Of course, the “Remote Computer” and the “Host Computer” can be on 

the same machine. In addition, the LAN cable shown can be substituted by a 

WLAN. For the purposes of this thesis, the hardware configuration shown in Fig-

ure 11 is adopted. 
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Wireless LAN Wireless LAN 
Wireless Card 

Host/ Remote  
Computer 

Figure 11. The Hardw are Configuration Used [After R ef. 20]. 

 

On the “Host/Remote Computer” of this configuration, one application 

plays the role of the “Host Computer” connected serially to the DPAC airborne 

and another application, the “Remote Computer,” connected wirelessly (802.11b) 

to the DPAC airborne. 

 

1. Setting up the DPAC Airborne  

In order to initialize the DPAC airborne, the following steps, as described 

in the “Quick Start Guide” [Ref. 20], must be followed: 

�x�� Initiate the wireless access point (AP) and set it up as a DHCP server 

so that it assigns an IP address to the DPAC airborne and “Remote 

Computer” automatically. 
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�x�� Make sure that the “Remote Computer” is assigned an IP address by 

the DHCP server on the AP. This is accomplished by using the ipconfig 

/release and ipconfig/ renew “command prompt” commands as shown 

in Figure 12. 

 

Figure 12. Verif ying the “Rem ote Computer’s” IP Address. 

 

�x�� Use the supplied serial cable to connect the RS232 serial port connec-

tor on the DPAC airborne EVB (shown in Figure 13) to the “Host Com-

puter” [Ref. 20]. 
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Figure 13. The Serial Port  Connector on the DPAC Airborne  EVB. 

 

�x�� After the connections are made, the next step is to start a terminal-

emulation program (e.g., HyperTerminal) on the “Host Computer.” The 

emulation program must initially be configured to meet the following 

parameter values: 

 

Bits per Sec Data Bits Parit y Stop Bits Flow  Control 

9,600 8 None 1 None 

 
Table 1. HyperTer minal Confi guration for the Init ial DPAC Airborne  

EVB Set-u p. 
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�x�� In the next step of the initialization of the DPAC airborne, command 

line interface (CLI) commands are used in the communication between 

the emulation program and the wireless communication device. The 

two following steps must be executed: (1) logging in, and (2) finding 

and saving the service set identifier (SSID) of the wireless AP that is to 

be used. At this point, the DPAC airborne can communicate with the 

wireless AP. From the first communication of the DPAC airborne with 

the AP, the DPAC airborne is assigned an IP address, which can be 

retrieved through the CLI on the emulator screen. 

 

2. Using the Web Brow ser 

After the initial set-up and the designation of an IP address to the DPAC 

airborne wireless communication module, the DPAC airborne can now easily be 

accessed using a common web browser. Instances of the connection procedure 

using Internet Explorer are shown in Figure 14. 

Through the web browser the following parameters, among others, can be 

set or changed [Ref. 7]: 

�x�� User names and passwords. 

�x�� The serial port settings: baud rate, data bits, parity, flow control. 

�x�� The network connection settings: LAN server IP address, LAN server 

port, session inactivity timeout (in seconds), the default host mode and 

the connectivity retry time. 
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Figure 14. Connecting to the D PAC Airbo rne Using Internet E xplorer. 

 

In addition to setting various parameters, one can view the working status 

of the module including link status, port status, service set identifier (SSID), me-

dia access control address (MAC address), transmit rate, communication quality, 

signal level, noise level, own IP address and default gateway. Browser instances 

depicting the above information are shown in Figure 15. 
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Figure 15. Web Brow ser Instances. 

 

B. ESTABLIS HING COMMUNICATION BETWEEN THE AIRBORNE 
WIRELESS COMMUNICATION MODULE AND A TCP SERVER 

Establishing communication between the DPAC airborne and a TCP 

server involves among other features having a TCP server program (which must 

be created) run on the “Remote Computer.” This server should be able to print all 

incoming data (from the client/airborne) on the screen and print the input from the 

keyboard on the screen before sending it to the client. In addition, the IP address 

of the “Remote Computer” and port number where the TCP server is listening 

must be known and set to the airborne. 
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In this first testing configuration a very low data rate was used, namely 

2,400 bps, since the goal was to just establish communication. 

The HyperTerminal used in the connection between the “Host Computer” 

and the airborne (through the RS232 serial port) acts as the airborne’s screen/ 

monitor. 

In order to establish communication, a connection between the “Host 

Computer” and the airborne must be initialized and also a wireless connection 

between the airborne and the server on the “Remote Computer” must be estab-

lished. In other words the following communication path must be fol-

lowed/established: hyper terminal – serial RS232 – airborne – wireless 802.11b – 

TCP server. 

The final result is that when typing a character into the HyperTerminal 

(“Host Computer”) this character is transferred through the serial connection 

(RS232) to the airborne. Then from there (TCP client), it is transmitted wirelessly 

(802.11b) to the TCP server (“Remote Computer”) and printed on the screen. 

This sequence can be repeated in the reverse direction also. 

 

C. ESTABLIS HING COMMUNICATION BETWEEN THE AIRBORNE 
WIRELESS COMMUNICATION UNIT AND THE TI MICROCONTROL-
LER 

After verifying that the airborne was communicating correctly through both 

the serial port and the wireless antenna, the next step was to establish the follow-

ing communication: TI microcontroller �l UART �l airborne �l wireless 802.11b �l  

TCP server, still under a low data rate. 

Here the serial connection to the “Host Computer” was substituted by a 

UART connection to the TI microcontroller. This was accomplished by leading 

the data from the DPAC airborne to the UART port instead of the RS232 serial 

port. This function was accomplished by removing all the jumpers from the jump-

er group JP2 [Ref. 21]. 
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From the UART port the pins F1 (transmit) and F7 (receive) were selected 

and connected to their counterparts on the TI microcontroller. 

At this point, of the entire communication configuration that must be tested 

(TI microcontroller UART airborne�l �l �l wireless 802.11b �l TCP server) only 

the part between the TI microcontroller and the DPAC airborne has not yet been 

verified. Figure 16 shows how the TI microcontroller was connected to the DPAC 

airborne evaluation board. 

 

high speed transmit F1 
(HS.TXD) 

high speed receive F7 
(HS.RXD) 

Figure 16. The TI Mic rocontroller – DPAC Airborne  Connection. 

 

In order to complete the verification process, the next step is to program 

the TI microcontroller to respond to incoming UART signals in such a way that 

tests can be run. An echo program was used that allows the TI microcontroller to 

echo back every piece of data it receives. 

The result of all the above (after some trial and error) was that, when typ-

ing a character into the server window (“Remote Computer”), this character was 

transferred through the wireless connection (802.11b) to the airborne, and then 

from there transmitted through the UART to the TI microcontroller. The TI micro-
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controller “echoed” the character and following the same path this character was 

printed on the screen of the “Remote Computer.” 

 

D. INCREASING THE BAUD-RAT E 

Establishing the above communication pattern was certainly a success but 

the data rate (2,400 bps) was too low. The DPAC airborne has the attribute of 

being able to increase the data rate to high levels with no difficulty, yet a way had 

to be found to do the same with the TI microcontroller. 

 

1. Using the Stock Cr ystal (32,768 Hz) 

As mentioned earlier in Chapter II, the correct timing for the UART mode 

is sustained by a clock/crystal, which also provides the selected data rate. Fur-

thermore, on the TI microcontroller, the clock/crystal used to sustain that data 

rate can be selected among the available clocks of the microcontroller. For the 

purposes of this thesis, the auxiliary clock driven by a common external crystal 

was used. The position of the external crystal is indicated in Figure 17. 

The goal at this point is to establish the above-mentioned communication 

pattern generating the maximum data rate allowable by the stock crystal of the 

TI. 
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Figure 17. The External Cr ystal of the TI Microcontroller. 

 

The data rate (baud-rate) generator on the TI microcontroller is capable of 

generating conventional data rates from almost any (some restrictions apply) 

crystal/ source frequency [Ref. 9], i.e., even from frequencies that when divided 

by the desired data rate do not yield an integer. The data rate generator first em-

ploys a simple divider, which divides the source frequency by the integer part of 

the frequency – data rate ratio. Then a modulation data shift register is employed 

in order to compensate for the difference between the integer divider and the ac-

tual result of the division. 

The modulation data shift register is composed of a number of bits that in-

dicate the time delay required for the data rate to be accurate. For the purpose of 
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the generation of these modulation bits, a MATLAB program was created [Ap-

pendix A]. The MATLAB program was tested with the various given pairs of the 

data rate – modulation-bits (for specific crystal frequencies). 

 

2. Using an Aftermarket Cr ystal (7,372,800 Hz) 

In order to increase the data rate to the required 230,400 bps, a crystal of 

7,372,800 Hz replaced the stock external crystal (32,768 Hz) and the assembly 

program driving the TI microcontroller was changed correspondingly. 

This particular crystal frequency was chosen for the following reasons: 

�x�� The crystal frequency divided by the desired data rate returns an inte-

ger. In that way, the produced data rate will be more accurate/exact 

than if the result was not an integer (no modulation bits needed in this 

case) [Ref. 9], 

�x�� This integer is greater than thirty (32), and in that way the probability of 

error in the transmitted data because of the inaccurate data rate is 

minimized (going to a higher ratio than that does not enhance the prob-

ability of error much) [Ref. 9], 

�x�� In addition, this crystal frequency is widely available from several crys-

tal vendors. 

After the replacement of the crystal, the communication data rate between 

the TI microcontroller and the DPAC airborne actually was increased to 230,400 

bps. This was confirmed by using the testing sequence described in the previous 

section, except that the data-rate setting at both ends was set as 230,400 bps 

instead of 2,400 bps. 
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E. SUMMARY 

This chapter presented the testing and evaluating of the communication 

interface between the TI microcontroller and the DPAC airborne. The conclusion 

of this chapter is that the thesis goals are feasible and the next chapter presents 

how they are implemented. 
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V.  LINKING THE TI MSP430F149 AND THE DPAC AIRBORNE 
COMMUNICATION UNIT 

This chapter describes the design and fabrication of the DPAC airborne 

module board and it describes the testing performed. In addition, it presents how 

the TI microcontroller was connected to the DPAC module board and the initia-

tion of their communication. 

 

A. THE DESIGN OF THE DPAC AIRBORNE MODULE BOARD 

The DPAC airborne wireless communication module evaluation board 

(EVB) was very helpful in testing and verifying the performance of the WLAN 

module. However, its functionality is more than what is needed on this project 

and its size is too big. Therefore, a much simpler and smaller board had to be 

designed. The purpose of this board was to prove that it is possible to integrate 

the DPAC airborne into the CIU. 

The design utility used was the freeware version of the EAGLE software 

(Easily Applicable Graphical Layout Editor, Version 4.11 for Windows, Light Edi-

tion) from CadSoft [Ref. 22]. First, a schematic was drawn, shown in Figure 18. 
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The DPAC air-
borne module 
connector 

The spread out 
pins 

Figure 18. The Schematic of the DPAC Ai rborne  Module Board Lay out 
(not to scale). 

 

The schematic is just a spread-out of the pins of the module. This way, the board 

layout can be first evaluated and confirmed as to what connections are needed 

for a standalone module. When drawing the schematic, the correct spacing had 

to be calculated for the pins of the DPAC module connector (from [Ref. 7]) and 

then those pins were connected to a standard connector (left side of the sche-

matic). On this standard connector, the spacing is adequate so that all the pins 

can be used and interconnected. 

 Second, the schematic was converted into the board layout seen in Figure 

19, where the position of the mounting holes for the DPAC airborne module and  
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the DPAC airborne module connector can be seen as they were calculated from 

[Ref. 7]. This concluded the first stage of designing the board layout. The next 

stage is the fabrication. 

2   4  6   8  10 12 1

1   3  5   7    9 11 1

Figure 19
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Figure 20. The DPAC Airborne  Module Board. 

 

C. THE EVALUATION AND TE STING OF THE DPAC AIRBORNE MOD-
ULE BOARD AND ITS CONNECTION  WITH THE TI MICROCONTROL-
LER 

After a thorough study and testing, the modifications/additions that had to 

be made to the board were identified as the following [Ref. 7]: 

�x�� The +3.3 Volts power supply pins 3, 4, 33, and 34 had to be intercon-

nected, 

�x�� The ground pins 1, 15, 16 and 36 had to be interconnected, 

�x�� The reset pin (7) had to be held high by being connected to a power 

pin, since a logical low initiates the reset sequence, 

�x�� Pin 11 had to be held high also (via a 10,000 Ohm resistor) in order to 

avoid the module to reset to factory defaults during boot, 

�x�� A 2.4 GHz antenna had to be connected to the module (802.11b stan-

dard). 

 

46 



After all the shortcomings were addressed and the modifications/additions 

were made, this board was connected to the TI microcontroller. The finished 

board is shown in Figure 21, and the board connected to the TI microcontroller in 

Figure 22. 
Top side of the 
DPAC airborne 
module board
Figure 21. The DPAC Airborne

47 
Bottom side of the 
DPAC airborne 
module board 
 

 Module Board. 



 

 

high speed transmit F1 
(HS.TXD) 

high speed receive F7 
(HS.RXD) 

Figure 22. The DPAC Airborne  Module Board Linked to the TI Microcon-
troller of the CIU. 

 

In order to test the communication link, the testing sequence described in 

the previous chapter was repeated, only this time the fabricated DPAC airborne 

module board was used instead of the DPAC EVB. 

A high-speed communication channel between the TI microcontroller and 

the DPAC airborne module was achieved. Therefore, the communication testing 

confirmed the functionality of the DPAC airborne module board and in general 

the feasibility of the DPAC airborne idea. The next step would be to integrate the 

DPAC airborne module into the design of the CIU. In order to achieve that, a de- 
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sign had to be implemented using all the additions/modifications mentioned in the 

beginning of the section. This design would be something similar to the layout 

shown in Figure 23. 

Mounting hole for 
the antenna 

Figure 23. The O

 

D. SUMMARY 
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crocontroller were described. During this process, the re-

al DPAC airborne module board was presented. 

pter presents the overall conclusions of this thesis and 

evelopment. 
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VI. CONCLUSIONS – FURTHER DEVELOPMENT  

This final chapter of the thesis presents conclusions and suggestions for 

further development and optimization of the MARG system. 

 

A. THESIS CONTRIBUTIONS 

This thesis has evolved the initial idea of tracking the motion of a human 

body into a feasible state. By now it is reasonable to state that a full-body repre-

sentation, using all fifteen necessary sensors (needed for a virtual environment 

representation), will be accomplished within the next few quarters. 

The main components of the current MARG project system are the MARG 

sensors (obviously), the CUI, the DPAC airborne serial-to-wireless communica-

tion unit, and a TCP server for receiving the data and sending them to the appli-

cation used to depict the motion. At this point, multiple clients can connect to the 

server (at any time) and observe the real-time representation of the motion [Ref. 

23].  

The heart of the present system as well as the main component studied in 

this thesis is the DPAC airborne WLAN module and its interconnection with the 

TI microcontroller of the CIU. At this point the WLAN module can support the 

real-time transmission needs (real-time relay from the CIU) of up to fifteen sen-

sors, all the sensors needed to represent the motion of the human body. After the 

initial evaluation and testing phase, the DPAC airborne module was integrated 

into the design of a board that is custom-made to fit the needs of the project. The 

evaluation of DPAC was a multi-stage process. First, the WLAN module had to 

be tested to verify whether it complied with what was advertised. Second, a way 

had to be found to make the TI microcontroller of the CIU accelerate to a trans-

mission rate of 230,400 bps. Then the two units had to be integrated to work to-

gether smoothly. 
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The DPAC airborne WLAN module, among other things, also adds a great 

deal of modularity to the MARG project. The way the main components were 

configured and connected, the DPAC airborne can be taken out at any time and 

effortlessly substituted. 

 

B. SUGGESTIONS FOR FURTHER DEVELOPMENT 

For the MARG project to reach a completion stage, the only element miss-

ing is the evaluation testing of the fifteen-channel CIU. 

Beyond that, and after the whole system is operational, the only modifica-

tion that could be attempted is to go from the UART protocol to the Serial Periph-

eral Interface (SPI) protocol. The SPI protocol is a synchronous serial interface 

that can achieve data rates as high as 20 Mbps [Ref. 7]. The reasons to switch 

from UART to SPI are mainly the higher data rate (which could increase even 

more in the future), and the fact that it is a synchronous transmission method, 

which is more stable over time. 

The SPI protocol is a simple hardware interface primarily used to transfer 

data. It is full duplex and uses four wires/signals. It is (in contrast to UART) a 

synchronous serial interface based on a Master/Slave relationship. The SPI sig-

nals are the following four (whereas UART has only two): 

�x�� Serial Clock (SCK), 

�x�� Slave Select (SS), 

�x�� Master Out Slave In (MOSI), and 

�x�� Master In Slave Out (MISO). 

On the DPAC airborne, the transition from UART to SPI (slave) is straight-

forward. The MOSI and MISO signals use the same wires as the RXD and TXD 

signals of the UART, respectively. In addition, the SCK and SS signal would have  
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to be wired to the corresponding pins of the microcontroller. To work in SPI mode 

no software changes are necessary on the DPAC airborne, but only on the mi-

crocontroller. 
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APPENDIX: THE MATLAB PRO GRAM FOR THE CALCULATION 
OF THE MODULATION DATA SHIFT REGISTER 

The modulation data shift register is composed of eight bits and is meant 

to apply to the microcontroller the time delay required for the data rate to be ac-

curate. 

When the frequency of the source clock/crystal is an exact multiple of the 

desired data rate, no modulation data shift register is required since the desired 

data rate can be generated just by dividing the clock frequency. Therefore, the 

modulation data shift register bits are set equal to zero. 

When the frequency of the source clock is not an exact multiple of the de-

sired data rate, then the bits that compose the modulation data shift register indi-

cate the time delay required for the data rate to be accurate and must be calcu-

lated. 

The following MATLAB program calculates the eight modulation data shift 

register bits, using the approach of [Ref. 6], and prints them on the screen, in a 

2x4 matrix. In addition, it calculates and prints out the theoretical percent timing 

error on the screen. The essential inputs to the program are the desired data 

rate, the crystal frequency and a matrix 256x8 (named “m8”), containing the num-

bers from zero to 255 in eight-bit binary format. 

 
% Ioann is R. Saliaris 
% Marc h 20 04  
% The MATLAB prog ram for th e calculation 
% of the  modulat ion data  shift reg ist er 
 
clc 
forma t  sho rt 
 
% de sire d data ra te 
datarate= 9600; 
 
% s ource  clock/ cryst al f requen cy 
BRCLK= 32 76 8; 
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UxBR=( BRCLK-mod( BRCLK, da tarate) ) / d atarate; 
 
mi=[ones(256,1),m8,[0 1 1 0 1 0 0 1 1 0 0 1 0 ... 
            1 1 0 1 0 0 1  0 1 1 0 0 1 1 0 ... 
            1 0 0 1 1 0 0 1 0 1 1 0 ... 
            0 1 1 0 1 0 0  1 0 1 1 0 1 0 0 1 1 0  0 1 0 … 
            1 1 0 1 0 0 1  0 1 1 0 0 1 1 0 1 0 . .. 
            0 1 0 1 1 0 1  0 0 1 1 0 0 1 0 1 1 0  0 ... 
            1 1 0 1 0 0 1  1 0 0 1 0 1 1 0 1 0 0  1 0 1 1 0 0 1 1 0 1 0  0 1 ... 
            1 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 0 0 1 1 0 ... 
            0 1 0 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 ... 
            0 1 1 0 1 0 0  1 0 1 1 0 1 0 0 1 1 0  0 1 0 1 1 0 1 0 0 ... 
            1 0 1 1 0 0 1  1 0 1 0 0 1 1 0 0 1 0  1 1 0 0 1 ... 
            1 0 1 0 0 1 0  1 1 0 1 0 0 1 1 0 0 1  0 1 1 0]',z eros( 256,1 ) ]; 
 
for  i=1:256  
 m=mi(i,:); 
 mm=0; 
 for  j=0: 9 
  er(j+1)=( datarate  / BRCLK)* ( ( j+1)*UxBR+(mm+ m(j+1) ))-( j+1); 
         mm=mm+ m(j+1); 
 end 
 error( i)=m ax(ab s(er ) ) *100; 
 er=[]; 
end 
 
t im_er =erro r;  
[min_tim _er,I]=min( error) ; 
 
%  t he m odulat ion dat a shift r egister  bi ts 
UMCTL=[mi(I,8),mi(I,7),mi(I,6),mi(I, 5);mi(I,4),mi(I,3),mi(I,2),mi(I,1)] 
 
% the  the oretical pe rcent  timin g err or 
min_t imin g_err or=m in_ti m _er 

 

Figure 24 shows how the command window and the workspace of MAT-

LAB looks after the program is run. 
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Figure 24. The MATLAB Window  Screens hot Show ing the Output of the 
Program. 
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