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ABSTRACT

The United States has offered free wlande position, navigation, and timing (PNT)
broadcast data through the Global Positioning System (GPS) since its 1993 initial
operations capable declaration, and perioticdernization efforts have been made
throughout its 20-year history. A planned modeed L5 “safety of life” GPS signal,
combined with the current GPS-enablddvice ubiquity, offers an unprecedented
opportunity to embed and broadcast othen-PNT information into GPS signals and
reach individuals on a global scale with imf@tion in new ways. Adequate additional
bandwidth exists in the new L5 “safety of life” signal to embed notification information
for worldwide natural andethnological disasters anddaa new communication medium
for a possible global disaster notifications®m. This thesis explores the background,
requirements, system design and U.S. potity disaster-notifiation enabled GPS L5

“safety of life” signal.
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l. INTRODUCTION

Throughout recorded history, naturaldaman-made disasgerhave killed and
continue to kill millions. While some disastestsike with little waning, oftentimes there
exists some element of prediction or warningny disasters can be forecast hours, days
or more in advance, or have durations which can be forecast days or months in advance.
Earthquakes, volcanic eruptions, floods, tsuisanblizzards, hurricanes, tornadoes,
droughts, extreme temperatures, wildfiresdemic outbreaks and radiation hazards all
have some measure of predictability or hdueations that can be exploited by warning
systems for the betterment of society. Whilese disasters may be arguably beyond the
scope of society to control, it is withisociety’s control toalert those who would
otherwise come to harm. Witharning, individuals can at¢b save lives throughout all

stages of disaster events.

Modern disaster notificatiosystems are inherently localized at national levels,
disaggregated, or require subptions to information feeddVithin the United States and
other high gross domestic product (GDP) madi significant work has been done to
integrate and ensure warning informatiorreseived by all indiiduals, but the United
Nations reports that there remains much wiarkbe done, especially in countries with
lower GDPs, which have significantly increastidaster mortality rates (United Nations
Office for Disaster Risk Reduction, 2011). Bpproaching the problem differently and
inserting disaster notification information into a worldwide broadcast system that a
significant number of indiduals already access datiarough, such as the Global
Positioning System (GPS) data broadcast styegaster alert and notification data can
be sent as persistent and free information to the world, automatically ingested in
electronic devices already used by consumEng analysis will theorize a feasible, low
cost disaster notification system whican integrate the existing GPS space based
architecture into existing aggregated no#éfion systems, to provide a disaster

notification service to the world.
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Il. BACKGROUND

A. EXISTING DISASTER NOTIFICATION SYSTEMS

There currently exists a wide variety systems intended to aggregate disaster
information in order to streamline nati&tion, response and recovery efforts.
Commercially, in recent yeathere has also been an effort amongst organizations to
utilize social networking systems to temnit disaster notification information to
individuals through phone, SMS text, email, FaceBook, MySpace, Twitter and a myriad
of other systems. In comnual systems, active parimation is required through

subscription or opt-in services indar to receive alert information.

Within the U.S. government under the gaetment of Homeland Security, the
Integrated Public Alert and Warning SystélRAWS) has been deloped to integrate
into the Federal Emergency ManagemeXgency (FEMA) framework and send
information for imminent threats, presideattialerts, or AMBER alerts to the public
(FEMA, 2013). Imminent threaisclude natural, accidentaf man-made disasters. The
IPAWS system is designed to dissemiratst and warning information through phone,
radio, and TV, and is intended to bealsdble with new and emerging technology.
National, local or state officials can send aumticated messages tailored to specific areas
through the IPAWS framework to reach individualt the national, local or state levels,

respectively.

IPAWS is also tied to the Commercidiobile Alert System (CMAS) which can
provide Wireless Emergency Alert (WEA@xt messages through most mobile phone
service providers (FEMA, 2013). Wireless puis representing approximately 97% of
the U.S. population are active participamslisseminating WEA$CTIA, 2013), though
while the U.S. government mandated thatnabbile phones will be compliant in 2012,
“...not all phones and operating systeans capable of reaeng [alerts]” (Fox 13 staff, 201}.
Phone software and hardware versionsnvadl as wireless carrier systems affect the
ability for users to receive messages. BgrHurricane Sandy in October of 2012 when

24 U.S. States had lost power, displaced@ersor destroyed homes, Verizon-serviced
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iPhone 4S and 5 generation phemeere unable to receiveeals; however, those same
generation phones received alartgler AT&T service. Diffeng combinations of phone
operating system types and versions (ArdiradS, Windows 8, Blackberry OS, et al.)
service providers (AT&T, Alltel, Verizon, Springt al.) and towers precluded some users
from receiving alerts. FEMA reports thattone carriers and manufacturers will continue
to voluntarily increase the number of suppdrdevices. In cases where cell phone towers
are overloaded with traffic, WA&S have priority and will §t be delivered, though if
power is lost at towers due to a disastho WEAs would be transmitted. Also, the
CMAS system is inherently localized, asexvice provided by the U.S. government for
U.S. citizens.

Across international borders there dev truly global aletr and notification
options available. The United Nations dollaboration with the European Commission
maintains the Global Disaster Alert afordination System (GDACS). The GDACS
establishes partnerships with scientifirmonitoring organizations and aggregates
worldwide disaster information during thesti phase following a natural disaster. The
primary users of GDACS, however, are governtaend disaster response organizations.
There is no direct system or processplace for individuals to receive GDACS alert
information, though users have access gaster information on the GDACS website.
Several specific types of disasters hawméernational organizations or frameworks
established to aid in alerbd notification, such as the Pacific Tsunami Warning Center
hosted by the National Oceanic and Atmwesiic Administration (NOAA), but these
systems are generally not explicitly tied into international natural disaster warning
systems, and are localized to an event type and geographic area.

The Hyogo Framework for Action (HFA)s a 10-year United Nations plan
intending to explain, describand detail required work dm all different sectors and
actors to reduce disaster losses. Priority thisf plan is to “Identify, assess and monitor
disaster risks and enhancelgavarning” (Hyogo Framework for Action, 2011). Progress
for all nations is periodically reported onsudts from this report indicate that in some
nations early warning systems are incglafor all major hazards with outreach to
communities, but in many nations only risk information and monitoring is available.

4



Disaster Risk Mitigation systems tend toregionally focused and skewed toward stand-
alone investments instead of integifit the multi-national level.

Each notification system necessitates ke of a messaging format or protocol.
Most United States systems rely on thendtadized Common Alerting Protocol (CAP).
The CAP was built upon the Extensibléarkup Language (XML) framework to be
simple, machine and human readable,igitforwardly implemated, support a wide
variety of applications as well as to simultaneously disseminate alert and warning
information over disparate warning systemsthiki the United States, the Department of
Homeland Security, the National Weatl&ervice under the NOAA, the United States
Geological Survey, and others, as wellnasny state and local governments utilize the
CAP. Within the Department of Homelkh Security, the CAP is the foundational
technology for IPAWS as well as CMAS. Thdernational Telecommunications Union
(ITU) adopted the CAP specification in 2007ay the foundation for future international
disaster alert information sharing. Canadd Australia have both developed and utilize

localized variants of the CAP.

B. DISASTER STATISTICS

The Centre for Research on the Epiddogy of Disasters (CRED) at the School
of Public Health of the Universite catholique de Louvain maintains a database of all
natural disaster events that havewced worldwide from 1900-2011 compiled from a
variety of sources to ingtle United Nations agencjeson-governmental agencies,
insurance companies, reseamastitutes, etc (CRED, 2011). #atural disaster must meet
one of the following criteria in order to lm®nsidered: 10 or more people killed, 100 or
more people affected, decldomt of a state of emergenay a call for international

assistance.

In general, the effects ofatural disaster events change drastically with time and
notification technology. As porting systems evolve, the number of reported events
worldwide continues to increago approximately 400 annuaVvents having occurred in
2011. As warning and notification systems advance, the number of persons killed

continues to decrease tppoximately 20,000 individuals in 2011, while the number of

5



persons affected continues to increasapproximately 250,000,000 individuals in 2011.
These trends can be seerfigure 1, provided by CRED.

Figure 1. Natural Disaster Statistal Summary 1900-2011 (From CRED)

The maximum number of distinct natuditasters per yearepked in 2001 with
approximately 450 events. Within a singleuntry, some events last for hours, while
other simultaneous events last for mon#w: instance, in Afghanistan in 2012, multiple
brief earthquakes and an 8 month drougkte experienced simultaneously. Detailed
statistical analysis fimed to a high fidelity timeframef individual days and hours could
not be found, so a preliminary analysis wwasformed on CRED disaster data from 2010
to present. The global average disaster esgamation is approxintaly 22.2 days with a
1 1standard deviation of 58@ays. Accounting for 0 to +Bpotential events (99.9% of
all events) yields a potéal event duration of 198.9 day8sing the maximum annual
number of events from 1900-2010, averageaty didnere are approximately 1.23 events
per day. Assuming an approximately evenrdistion of events throughout the year, this
assumption yields approximately 244.6 simultareevents occurrg (not starting, but

occurring with overlapping durations) wondéde per day, on average. A notification
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system must have capacity to account for 244.6 simultaneous natural disaster events in
order to account for all disaster events v@th9% certainty. The average number killed

per natural disaster B49 individuals, with a 1standard deviation of 7180 individuals.

In calculating standard detions in values above mean, a normal distribution is
assumed; this assumption and the statistie®lved in driving notification system
requirements needs to be further refined.

Figure 2 shows the relative number ayge of the most common and most
impacting natural disaster events from 190ER, and is used as a baseline of event

types in designing a natural dstar notification system.



Figure 2. Reported Natural Disaster Event Types 1900-2011 (From CRED)
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Figure 3. Technological Disaster Ststics 1900-2011 (From CRED)

The analysis accounts for only natural disasters, not those which are man-made;
statistics accounting for all man-made disestare not readily available. CRED reports
disaster data for a subset of man-made tsvdeemed technological disasters, including
chemical or gas leaks, explosions, transgi@mn accidents, et al., but many significant
events such as genocide, armed conflictotestr attack, or other man-made events are
not accounted for. Figure 3 shows technatabdisasters frow900-2011. This includes
data for events such as transportation accgddentsome industrial acents that have a
duration or event start that cannot be fore@swould not be included in a disaster
notification system; this analysis asses that these man-made accidents are
inconsequential to the total disaster event numbers which ultimately drive notification
system requirements. Similar to natural dises, technological and man-made disasters
change significantly with advances iechnology. The number of worldwide reported
events, number of individuals killed and miber of individuals affected increased
significantly from 1970-2002, then dropped shatpl2011 levels. The average disaster

event duration is approximately 1.37 days with Asiandard deviation of 8.76 days.
9



Accounting for 0 to +3 potential events (99.9% of all @ems) yields an event duration of

27.7 days. Using the 2011 annual number of events, averaged daily, there are
approximately .55 events per day. Assumin@pproximately even diribution of events
throughout the year, this assumption yieklsproximately 15.1 simultaneous events
occurring (not starting, but occurring wittverlapping durations) per day, on average. A
notification system must ka capacity to account for 15.1 simultaneous technological
disaster events. For the purposes of this analysis, it will be assumed that the number of
man-made disaster events not includedh@ CRED technological siaster statistical
analysis are inconsequential to the desiga disaster notification system. The average
number killed per technologicalsdister is 30.8 individuals, with albf 53 individuals.

The stated assumptions on standardaten and statistics also apply.

¢ Eurnﬂ_e" 78 A
| | IZS ¥
a3 Ly 2 "
14 24 ¢ Asia
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Figure 4. Natural Disaster Geographic Distribution 2011
(From Guha-Sapir et. al.)

Geographic distribution of maral disasters plays a critical role in understanding
disaster event statistics and in ultimatelgriving notification system requirements.
Figure 4 shows the continental distributionnattural disasters by disaster type grouping
in 2011, and it can be sedhat events are approximtedistributed East-West,
interpreted to assume a relative globalrdistion. This figure dog not provide detailed
information on the relative sizes of eventstheir geographic diribution by size, and

statistics are not readily available. Will be assumed that disaster events are
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approximately evenly distribed globally with a size up to global, but this assumption
needs to be further refined.

In total, to capture 99.9%f natural and technologicalisasters, a disaster
notification system would need to be abfe of simultaneously processing 261 (244.8
natural and 15.1 technologicalpily disasters. Two hundresixty one events assumes
that a notification system trigger and report on events using the same criteria as used in
the CRED data, whereas realistically differemiteria would be wsd such that the
capacity of a notification system matches thal-world disaster events reportable by
system’s trigger criteria. The average numbendividuals killed per event, for all event
types reported by CRED is 251. Throughout @nalysis of disaster events however,
numerous assumptions were made regardhe numbers and distributions of time,
duration, geographic locatiorsize, type, etc. These assotions and the statistical
analysis should be further refined to deperequirements before implementing a world-
wide disaster notification system.

C. GPS-ENABLED SMARTPHONE USE

In 2011, approximately 87% of the wawide population owned or operated a
mobile phone subscriber servicEhat same year, of the approximately 6 billion mobile
phone users, 700 million used ‘smart phones’ with advanced computational capability. It
is estimated that b017, of the forecast 9llon mobile phone users, over 3 billion will
use ‘smart phones’ (Mobithinking, 2013). Singinone technology is atinuing to grow
at exponential rates and is becoming ubaust in all modern societies, offering
unprecedented communication opportunities. In 2011, approximately 80% of smart
phones were GPS enabled, with this petag® also continuing to trend upward
exponentially (Rebello, 2010). In 2011, mdrean 560 million people can be reached
near-instantly through the GPS signah well phones alone, and that number will

continue to rise.

In addition to smart-phones, other é¢teaic devices can utilize the GPS data
stream. Laptops, tablets, haheld video game devicemné a variety of stand-alone

navigation and other systems are @agingly GPS enalde In many modern
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automobiles, GPS navigation is offerednstard. Similar to celphones, other electronic
devices will increasingly continue to incorpte the GPS signal. It is assumed that those
individuals with access to GPS data approximgatepresent the relative cross section of

individuals affected by natural technological disasters.

D. AN IDEAL WARNING SYSTEM

An ideal disaster notification system is generally considered to be a collection of
systems both to aggregate source reportatdatevas well as transmit notification data
through a variety of mediums in order tach the maximum numbef individuals in
the shortest time period possible. Theseesgstmust utilize technology and information
systems that are ubiquitous in the largest Ibemof internationakocieties reaching as
many individuals as possible, patially through a wide vasty of information systems.
The ideal information receiverould be integrated in sonmeapacity with a device or
information stream that individuals alreadgluntarily use as an information hub which
has standalone power/battery ahjtities. The system would neéal be standardized in a
way that allows competing manufacturers teate a variety of devices compatible with
the system to drive materiel and manufaaicosts down. The sysn would also need
to be responsive to multiple simultaneous slisaevents with suffient data throughput
capacity to provide simultaneomstifications world-wide in near real-time, tailored to
the location affected by thesdister. Additionally, the system needs to be feasibly and
inexpensively implementable. Figure 5 d#pia generalized national level notification
system in which local and regional event information filters up to higher level reporting
and aggregation, as well as is transmittedgisivailable means at each level, ultimately

reaching the end user through a variety of means and mediums.
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Figure 5. Generalized National Level Notification System

This generalized ideal system is ftinoally similar to the FEMA’'s IPAWS
system in the United States, but can beliagpmore broadly tesupport international
events and additional transmission means,dapicted in Figure 6. This modified
generalized system would be comprisedeporting nodes at local, regional and national
levels, aggregating nodes, internatiom@mmand and control, and a variety of
transmission mediums. The reportingodes require trusted communication to
aggregating nodes which represent majorldwaide geographical or functional areas.
Aggregating nodes would send disaster imfation to a central command and control
location which would utilize a variety dfansmission mediums, potentially including

those indigenous to unique areas.
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Figure 6. Generalized Expanded Notification System

This communication scheme would allow event reporting from local to
international levels to be centrallyatrsmitted through all available communication
means for the affected local area(s). One compbaf this idealized system is the ability
to transmit notification data to local, regibnaational or arbitraly defined geographic
areas irrespective of national boundaries. Additionally, many of the terrestrial and
consumer links in transmission mediums suchcell phone towers, data processing
facilities, etc can be bypassadd information more directly transmitted to end users.
There exists a unique and unprecedented opptyrtianuse the existing GPS architecture
to transmit data to GPS-enabled smglnbnes and other GPS enabled devices and
provide this transmission medium in orderéach a significant number of users world-
wide. This system would trigger human andoawated machine responses to save lives,
and would permeate the earth to reachviddials potentially unreachable through other
means. The approach to utilize the GPS itecture for disaster notification services
analyzed here will henceforth be referred to as the GPS Disaster Notification Messaging
Service (DNMS, pronouncedlin mis), and the factors to comer in implementing said

system will be the focus of this analysis.
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E. GPS BACKGROUND
1. System Overview

The GPS is a day or night, all weatladio broadcast badeglobal navigation
satellite system (GNSS), functionally broken into three disparate segments: the space
segment consists of a consilbn of medium earth orbit wdlites and the transmitted
GPS signals; the control segnt consists of ground antexs) monitor stations and
command and control nodes; the user segment consists of all users and systems in receipt

of GPS signals.

The space segment by original design remfia constellation size of 24 broadcast
spacecraft split amongst 6 orbbiflanes, each at 55 degreelination, separated by 60
degrees in geometric location of the amiting node. A medium earth semi-synchronous
orbit was chosen such thatetiperiod exactly matches haif one sidereal day. As of
November 2012, 30-31 healthy satellites diemeously broadcast usable GPS data,
exceeding the standard baseline. Due to a coding limitation with signal structure, on older
legacy signals no more than 32 usable ‘lgalsatellites can simultaneously exist. Each
satellite continuously broadcasts a comboratdf its own clock and ephemeris data as
well as orbit information for other satellites iretbonstellation; it is through this data that
GPS position, navigation and timing (PNT) d@os can be acquired. With 32 healthy
satellites, on average, 8-11 satellites argiéw of any location on earth at any given
time. Due to the constellation design utilg trilateration to mitigate position dilution of
precision (PDOP) uncertainty, testrial observers see theedbtes always moving and
generally dispersed throughout the sky. The doatton of the number of spacecraft and
their orbital geometry ultimately allow the constellation to be a reliable source of

information at any time, for world-wide users.

The control segment is responsible forimening the health of the entire GPS.
As of November 2012, the control segment had access to 4 indigenous ground antennas
as well as 8 additional Air Force SatiliControl Network (AFSCN) antennas, all
geographically separated. Ground antennasesponsible for 2 way C-Band command
and control of GPS satellites, to include vestion of telemetry, data uploads, as well as
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downloads of additional payload inforneti (i.e., Nuclear Detonation Subsystem). In
November 2012, the control segment had acce6dnidigenous monitor stations as well
as 11 additional National Geo-Spatial Ihiggnce Agency (NGA) monitor stations, all
geographically separated. Mtor stations are responsibier continuously receiving L-
Band payload information and relaying datathe command and control nodes. The
primary command and control node and 2&fferations center, dubbed the Master
Control Station (MCS), is locatl at Schriever AFB, CO. Tladternate MCS is located at
Vandenberg AFB, CA. The net effect of thentrol segment is that at any moment, every
satellite’s payload broadcasttdas being monitored and asgtellite can be contacted to
be corrected or updated.

Figure 7. Control Segment Infrastructure

The user segment consists of all gseautomated equipment and systems in
receipt of any GPS signal. This includes raijt users as well as civilian users with
diverse systems to include: military personnel and aircraft tracking and navigation, car
navigation, banking financial transamti timing, farm equipment mapping and

navigation, et al.
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2. Signals and Modernization

The GPS was designed for the payloadoperate in the L-band as a balance
between atmospheric attenuation of highexqfirencies and lower data-rate of lower
frequencies. A circular polarization was chosemitigate the effects of Faraday rotation
on polarity as the signals gmthrough the ionosphere. Bi-Phase Shift Key (BPSK)
direct sequence spreadesprum (DSSS) modulation seche was chosen to allow
significant processor tagration gain in noisy signal ¥nonments without interfering
with other systems and ultimately make the system robust against inadvertent
interference. Each satellite transmits on the same base frequencies, but code division
multiple access (CDMA) is used to differeméiaand uniquely identify each satellite and
individually process each s#ie’s data. Each vehicle badcasts data modulated on a
separate pseudo-random number (PRN) cadd by publicly publishing the PRN codes
in a GPS interface control document (ICDgceiver equipment can be manufactured

with PRN codes pre-defined in softwaredahardware in ordeto track each GPS

satellite.
Launch L1 L2 L5

A 1990-1997 | C/IA | P(Y) P(Y)
IR 1997-2004 | C/IA| P(Y) P(Y)
[IR-M |2005-2009 | C/A| P(Y) P(Y)| L2Ct
IF 2010-Futureg C/A| P(Y) M* P(Y) | L2Ct M* Sol*
[IA+* |Future C/A* |P(Y)* |[L1C* [M* [P(Y)* |L2C* M* SolL*
*Not broadcasting healthy PINdata or not yet launched

Table 1. Current and Future GPS Broadcast Types

On the Block I, 11, 1A and IR GPSatellites launchethrough 2004, a legacy
unencrypted standard positioning servi€&P$) civilian course acquisition (C/A) code
and a precision positioning service (PPSgrgpted military (P(Y)) code has been
broadcast. The military P(Y) signal has lower peak power at the center frequency, but has
10 times the bandwidth increasing overedceived energy, substantially increasing

resistance to purposeful or thaertent interference radiation.
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Figure 8. GPS Frequency and Broadcast Signals

Beginning in 2005 with the Block IIR-Matellites, each successive generation
adds additional modernized signals, including L2C, M, and ‘safety of life’ (SoL) signals.
The modernized signals allow the use of mivan 32 healthy PRModes, alleviating a
layer of specificity in the legacy design, aaldo changed the data structure from strict
bitwise definitions to a more flexiblenessaging structure. Though the modernized
signals have existed on satellite vehicles, no healthy usable data is transmitted due to

limitations in development of the rtyol and user GPS segments.

Healthy 2013 | 2015 Projection* Total
HA 9 5 28
IR 12 11 12
IIR-M |7 7 8
lF 3 6 12
11 0 2 32
*2015 assumes base-lined githn of older vehicles

Table 2. GPS Block Consteltaon Size (From Shaw)

The Block IIF first launched in 2010 artde future Block Il satellites add a
distinct new civilian SoL lwadcast on an L5 signal. Thé signal is located in an
aeronautical navigation band with more paed frequency space than the L1 or L2
signals in order to mitigate interference. This new signal is also of a modernized flexible
messaging structure, but similar to other madeed signals, no healthy usable data is

currently available. Similar to the P(Y) broadcast, the L5 broadcast will have a
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significantly larger bandwidth (~10 times) tldtthe main lobe of C/A, L1C or L2C, but
with identical data rate will #refore have higher processing gain and be less susceptible

to inadvertent or intentional interference.

Any modernized civilian broadcasts che considered for the DNMS, but given
the protected nature of the frequency ramgevhich the L5 SoL signal resides and the
significant protection from interference rdlugh an increase in L5 bandwidth and

processing gain, the L5 signal was chosen as the focus of the DNMS system.

Within a legacy or modernized, militargr civilian signal, of 300 primary
message bits, 24 are dedicated as cyclic reahaydcheck (CRC) bits acting as parity to
ensure that the message is received asdett from the satellite. The probability that a
received sub-frame or message containsig@lesibit error is approximately 1e-18, based
on ICD-GPS-200E, and is assumedbe statistically irreleve for the purposes of this

analysis.
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.  GPS DNMS

The GPS DNMS is the theorized systemwihich disaster alert and notification
information is embedded into existing available bandwidth of the L5 SoL GPS signal. As
a system, DNMS includes the control segments and information links necessary for
command and control of the system, the spamtem including botlsatellite vehicles
capable of broadcasting the L5 signalvesl as the structure of the DNMS message
embedded in the L5 signal, and the user segment in receipt of the DNMS messages. Each

segment of DNMS will be discussed.

A. DNMS REQUIREMENTS

The summary of threshold and objective requirements of the DNMS are
highlighted in Table 3; explatians of requirements follow. I8 expected that - due to a
significant period of time before a fully opé&mnally capable constellation is in place -
initial operations capable (IOC) requirementi be established for the system that are
less stringent in execution than the final g@ns capable (FOC) requirements. While
the FOC requirements represesignificant capability, 1@ requirements will likely
consist of a control segment capable of transmitting a DNMS message and at least 1
satellite vehicle transmitting a DNMS messalfany requirements are designed around

both the theorized system capacity discussed, las well as disaster statistics.
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FOC Requirements Threshold Requirement Objective Requirement

Trigger Criteria 20illed - or - 100 killed - or -
National disaster declaratigrNational disaster declaratign
Simultaneous support to | Up to 101 events Up to 103 events

events globally with
99.9% certainty

Simultaneous support to | Up to 126 messages Up to 129 messages
events globally with
simultaneous DNMS
messages and 99.9%
certainty

Timeliness from 1 hr 25 min
notification of event start
to broadcast on first

supporting satellite over

area
Maximum event size Global Global
Minimum event size 50 km 10 km
Identify event location to | 16.66 km 3.33 km
within

Simultaneous satellite 1 satellite 3 satellites
vehicles supporting a

single event

Maximum message 1200 sec 600 sec
interval for single event

support

Table 3. DNMS Requirements

1. Trigger Criteria and Global Event Support

In order for an event to be consideredfisiently disastrous to be triggered and
included within the DNMS, a minimum basaedirof event requirements is established.
The trigger criteria and thsholds of DNMS are diffen¢ than the CRED disaster
statistical analysis criteria. The trigger cridehas been approximately modified to match
the potential bandwidth of the DNMS system. e or additional bandwidth, signals or
other technologies emerge, the trigger criteaa be modified to include more events and
maintain 99.9% event and message coveragditidnally, as higher fidelity statistics -
including data on geographic size and distidou- are found, the ityger criteria again
can be modified. Of note, DNMS is designed primarily around the predicted number of

individuals to be killed, notffected by a disaster; iB010, natural disasters killed
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approximately 450,000 individuals buffected approximately 200,000,000. Two
assumptions are made regarding this desigrsi@: other alert ahwarning systems are
integrated with DNMS such that the vast majodf individuals afécted are also notified
through other means, and that based on rfrerpient triggers, thbandwidth of DNMS
has insufficient capacity to repdrased on individuals affected.

In order for the DNMS to trigger, an evanust be sufficienyl severe that death
is a probable outcome and be sufficientlgngicant that at leas100 individuals are
predicted to be killed (vice 10 killed drO0 affected to be reportable in the CRED
analysis). The objective requirement for simodtaus disaster events is matched to the
adjusted expected number of total simultare events based on the predicted killed
trigger threshold. Based on aaverage number killed fonatural disagrs of 349
individuals and a standard\dation of 7180, if a trigger @ant requires 100 individuals
killed, 48.6% of events reported in CREDalysis exist below ik threshold. This
implies that of the 198.9 simultaneous events per day (0 loval8e), only 102 would be
reportable. Using similar math for technolagidisasters with an average of 30.8 killed
and a standard deviation of 53.1, a 100 irdiial trigger yields 90.4% below. This
implies that of thel5.1 events (0 to +Bvalue), only 1 would beeportable. Using 100
predicted deaths during an event aDBEMS event trigger ylds 103 reportable
worldwide daily separate disaster everithe numbers here assume normal Gaussian
distribution which is untrueand requires further refinement, but can be used as a
preliminary baseline approximation. The objeetsystem trigger requirement is matched
to this 99.9% accountable value of 103. Theshold objectives were calculated using
similar analysis for 200 individuals killed &s system trigger, to ultimately yield 101
natural disaster and O techaogical disasters, or 101 tbteeportable ddy separate
disaster events worldwide accounting for 99.8f&vents. Under the assumption that for
many disaster events, it is possibleréguire multiple different DNMS messages be
transmitted, this total reportable event numisemultiplied by a 1.25 factor of safety to
approximately ensure adequate bandwidthjngithe objective requireent daily total to

129 DNMS messages and threshold regjuent to 126 DNMS messages.
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2. Timeliness

The timeliness of the DNMS plays a sigo#nt role in estaishing its overall
effectiveness. Some disaster events, suar@sght or hurricanes, can be forecast weeks
in advance whereas other events, such asrsanare much more limited; for instance,
tsunamis can only be forecast after the mégast earthquake has occurred but prior to
waves reaching shore. Tsunamis representainde most impacting natural disaster
events with one of the shortest forecast timelines, and will therefore be used to gauge

timeliness requirements.

Along the seabed east of Japan, manyns&iseters are linked to transmitters on
the ocean surface which automatically trangmoiential tsunami events to satellites and
downlink over the Japanese mainland. Thecess from detection to transmission to
users can occur on the scale of seconds to miautes one of the timeliest in the world,
but the system requires significant infrastame and exists only in Japan. No global
system - without similar locahfrastructure - can match tispeed of the Japanese system
in reporting tsunamis when there may be amiywutes from the occurrence of an event

and the impact on individuals.

In December 2004 the longest recorded mega-thrust earthquake was observed off
the coast of Sumatra, Indonesireating a tsunami that lal over 230,000 individuals in
14 countries. The earthquake occurredo@i58 UTC. By 01:23 UTC, the tsunami
reached Sumatra and by 02:23, the tsunami reached Sri Lanka. The characteristics of
tsunami waves change significantly from deéeghallow waters, and vary in speed from
approximately 750 km/h to 20 km/h, respeely. South Africa experienced only 2
deaths from this tsunami, but at 8500 km fribva epicenter, could have been affected as
early as 11 hours after the datiake. Generally, the rangetime from earthquake to

tsunami striking a coast is 25 minutes to 11 hours.

All communication links from detectiorprocessing, intermediate transmissions
and final transmission to users as well as adequate time for a user to act must be
accomplished prior to 25 minutes elapsed in order to have a truly effective system.

DNMS represents only one intermediate linkl anfinal transmission path as components
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of a greater overarching warning system. Tiheeliness of DNMS is measured from the
notification of a forecast or occurring event at the DNMS control segment to the
transmission of a DNMS message in thacg segment under the assumption that the
detection, processing and transmission the@ DNMS control segment is largely
automated and nearly instantaneous. The timeliness objective requirement therefore is
approximated at 25 minutes. The DNMS will relg the GPS control segment, where a
modernized satellite contact (without N@Berations) takes approximately 25 minutes.
The control segment supports a substamiishber of satelliteshrough limited ground
antennas. Resource conflicts occasionaltguo, and it is posBie - through routine
maintenance, anomalies or other higpeority operations—that simultaneous DNMS
message requirements must be broadcaslifterent satellites from the same ground
antenna. In this case, one satellite supparst be completed, resources shifted, and a
second satellite contact penfieed. The threshold requirement therefore is 1 hour, under
the assumption that completing a satellitetaot, shifting resources and beginning a

second contact will add approximately 10 minutes.

The DNMS is one component of an idealrning system which can only ever be
as responsive as the sum of its components. The DNMS offers many significant
advantages through integratioithwother disaster notificain systems, but the timelines
or forecast required for some events suclkeashquakes or tsunamis may be faster than
DNMS can support. DNMS messages for relatdatdisaster components of those events
would be transmitted; for instance, forecasthepuake aftershocks or forecast sustained

flooding following tsunamis.

3. Event Location and Size

Disaster events with the potential to kiary significantly in size. Statistical
information regarding size distribution isnavailable, therefore assumptions will be
made. Tropical cyclones represent one @& geographically largegpossible disaster
events; typhoon tip in 1979 regsents the largestopical cyclone inrecorded history
with a diameter of 2,220 km. While this unegevent could have covered half of the

United States, it is possible other eventshsas drought or an E@mic outbreak could
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have global reaches. The maximum repodablent size threshold and objective
requirements therefore are global. The gedgcaly smallest possible disaster with 200
or more predicted deaths likely a man-made event witkignificant potency. In such
cases, it is hypothesized that reporting aenévfor a small town is realistically the
smallest area requiring notification. Thminimum event size objective requirement
therefore represents a small town at 10 #me minimum reportable event size threshold

requirement representsaage town at 50 km.

Locating a disaster event of the mimmum event size is dependent upon the
resolution at which the system is able to itfgrthe event center. It is assumed that the
size of the reported event will be increaseddoelythe actual event in order to ensure the
entire area is reported. With a resolution tned the size of the geographically smallest
reportable event and a small increase in size, the majority of a reported event matches its
actual event. The size resolution is therefone third the minimum event size, or a

resolution threshold requireant of 16.66 km, and objective requirement of 3.33 km.

4, Simultaneous Satellite Overlap

In order to ensure a receivhas the potential to receive a DNMS message, it must
be within the footprint of a satelliteroadcasting a DNMS megga Obscura or low
elevation can prevent a handset from recgvand processing the signal, therefore, it
will be assumed that satellites must be above 10 degrees elevation in order to be
considered visible, even though many handsatstrack satellites bekothis threshold if
clear line of sight is available. If tlgpace segment is transmitting a DNMS message to a
user, the system is considered functlpriierefore the threshold requirement is
established such that at least 1 sateifiteiew is transmitting the DNMS message. The
GPS is designed to minimize PDOP, therefotelki@s have a high probability of being
distributed throughout the sky, yang significantlyin azimuth and eletion. In order to
ensure message receipt in an environment potiential obscura such as buildings in an
urban environment, the objectivequirement is established such that at least 3 satellites

in view are transmitting the DNMS message.
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5. Message Reporting Interval

It is assumed that upon notification, the DEMiill react as quickly as is feasible
to broadcast notification information over an event. Once the initial broadcast has
occurred, the system duty cycle, or intemeduirement, will determine the frequency at
which the message is repeated. A high dutgiecyill ensure that users receives the
message as quickly as possible, but otite message is rdeed, the additional
transmissions of repeated messages arentibe wasted bandwidth that could have
otherwise been used to transmit other DNMS messages. Under the assumption that the
initial message and notification is transmitesisoon as feasible seower duty cycle can
be chosen to balance bandwidth for londjeaster events. Six hundred second and 1200
second timing intervals were chosen fibre objective and threshold requirements
respectively; the system may transmit muobre frequently than the 600 and 1200
second requirements based on available bandwidth and other simultaneously occurring

events.

B. DNMS ASSUMPTIONS

Many specific details on the future spBonal implementation of the GPS L5
signal on block IIF, Il and fute GPS satellite vehicles aas of yet undecided. Details
from operators and engineers at 2SOPS, onisplanners at the Joint Space Operations
Center (JSpOC), engineers and acquisif@¥fficers at the Spacand Missiles Center
(SMC) GPS Wing have been aggregatddoughout this document, but many
assumptions must still be made on hDMMS messages would or could be handled,
partly using message type 15 text messagesasollary. In lieu of specific executable
details, some realistic and extremely comative assumptions about message capability,
handling concept of operations, etc are miaelee and are assumed to be true throughout
the remainder of this analysis.

Block IIF, 11l and future L5 capable wlite vehicles will, at a minimum:

X have adequate memory and buffeorage to hold and have access to
broadcast a minimum of 32 L5 bdeast text or DNMS messages per
navigation upload from the control segment.
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X appropriately control the transmiggitiming of a text or DNMS messages
in the L5 broadcast based upon compimawith other mandatory message
timing requirements as defined in ICD-GPS-705C.

X have no restrictions on the frequgrat which text or DNMS messages
can transition between different messsgso long as the messages comply
with the timing requirements as defined in ICD-GPS-705C in the L5
broadcast.

X have the ability to forecast theansmission windows for text or DNMS
messages up to 1 week in the L5 broadcast based upon visibility forecasts.

X have adequate message slot availability to broadcast each text or DNMS
message at least once in each 144rs@super-frame period of time in the
L5 broadcast.

Another significant assumption is that tisigsstem would potentially take years to
reach FOC, and likely decades for a conatelh of all L5 capable vehicles to be
realized. The DNMS I0C would occur ithe near term providing limited DNMS
messaging capability with a small substhealthy L5 capable GPS satellites.

The final and most significant assumptioguied for this system to be realized
is that manufacturers will incorporate the geesing of this additional data in their
devices. Throughout the early 2000’s, once mactufers understood the advantages and
potential profits from incorporating the GB®S C/A broadcast on the L1 frequency data
stream into devices such as cell phoneBSGeatures were incorporated by default and
have become ubiquitous. Similarly, by makitigs type of information available and
known to consumers, manufacturers will tdeven to incorporate into the operating
systems of virtually all devicasapable of receiving it. Thdemand can be described as a
capitalistic imperative, as the requireffort to utilize DNMS messages on a device

already capable of receiving the kignal is largely insubstantial.

C. DNMS SPACE SEGMENT
1. L5 Bandwidth Analysis

Since the inception of GPS, the traditiblegacy civil (C/A) SPS and encrypted
military (P(Y)) PPS signals on the L1 and ttBquencies have a fixed repeating 1500-bit
frame, with 300-bit sub-frames, as curigrdefined in 1IS-GPS-200F. By defining each
bit of the message, there is little flexibility adding new data or ahging data types that
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are broadcast for highly dynamic environmemt€hanging system requirements without
adversely impacting the space, control and user segment in catastrophic ways. There are
several seemingly random unused bits resefeedfuture use, but they do not offer
substantial flexibility or bandwidth thatomld be necessary to implement a disaster
notification system. The GPS L5 SoL signalizeés a modernized broadcast format in
which various different 300-bit pre-defined ssage types are broadcast with specific
timing interval requirements, as definedIS-GPS-705C. Each message type being 300
bits long and transmitted at Bps means that each message type requires 6 seconds to
fully transmit, to include message type identifier information, parity, error correction, etc.
Table 4 adapted from IS-GPS-705C shows thquired data and minimum interval
requirements for the L5 signal messages, whalitimately used to determine available
bandwidth.

Message Data Message Type Nurab | Maximum Broadcast Interval**
Ephemeris 10 & 11 24 sec

Clock Type 30 - 37 24 sec

ISC, IONO 30 144 sec

Reduced Almanac| 31 or 12 10 min

Midi Almanac 37 60 min

EOP 32 15 min

uTC 33 144 sec

Diff Correction 34 0113 & 14) 15 min*

GGTO 35 144 sec

Text 36 or 15 As needed

*When differential corrections are available.

**Intervals specified are maximum; as $&ithe broadcast intesils may be shorter.

Table 4. L5 Message Broadcast Intervals

Because the modernized L5 signal is not yet implemented, the concept of
operations is not yet defined, and somehicle capabilities notyet defined or
constructed, there were seveaasumptions made in performing an analysis of available
bandwidth; efforts have been made for assurngtio be conservative in terms of finding
available bandwidth. Firstly, it was assumedttthe 24 second inteal/requirement for

message type 30-37 containing clock infororatvill be met when any message of type
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30 through 37 which contains clock informatiorbreadcast, even that broadcast meets

a different timing requirement (i.e., MidAlmanac every 60 minutes). It was
conservatively assumed that the reduced almanac data will be broadcast as message type
12, so as to not meet the clock informatiequirement. Also, the differential correction

data is assumed to be available and will be broadcast as message types 13 and 14 instead
of 34, again so as to not meet the clocknmfation requirement. re were two types of

analysis done: mathennzal and simulation.

The mathematical analysis was perfornigdcalculating the percentage of time
that each message type requirement will be broadcast and subtracting those broadcast
times to determine available time bandwidiime. Mathematically then, for required

messages.

rln MessageBradcastTime

i Maximuminterval

B 1

The maximum interval for clock anddeced almanac was defined as choosing
any element of the set of message typd80-37} or «{12,31}, respectively. The

available bandwidth time asp@rcentage, B, is then:

B 1 §6 6 6 6 6 6 6 6 6 6 6 ,
@5"10 M1 Mgy Maz Mg I\"-{30-37} M-{12,31} Mig Myy Mgy Mgos
a (o] .
B 1 %ﬁ 3~i 6 3~£ 6 6 X 6 2~6 6 6 . 22666
© 24 144 %4 144 900 3600%,600 900 900 3600i

From an idealized mathematical an&ys22.66 percent othe time, there is
available bandwidth in the 50 bps streash data for additional data types and
information. In any given hour of 3600 secondmadcasting data at 50 bps, with each
message lasting 300 bits, there are 600 messages transmitted. This means that, rounding
conservatively, there are 135 available messats for text, DNMS or other messages.

This mathematical analysis has an inherently flawed assumption in averaging for an

indeterminate period of time that simultansanessage requirementdl never occur to
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force earlier message transmission or arrivals. Because of this assumption, a more

rigorous simulated analysis was performed.

The intent of the simulation was to deténe a realistic and actionable method of
maximum interval requirement implementation in order to find bandwidth availability. In
this simulation, each 6 second block of time is referred to as a sub-frame, each 24 second
block of time as a frame, and each 144 second block of time as a super-frame.

Figure 9 shows a graphical representatbmessage timing for the first 8 super-
frames representing 1152 seconds of broadcast, though the analysis was performed for
3600 seconds to include at a minimum tbagest time interval requirement of 60
minutes for message type 37 Midi Almanac.

Figure 9. L5 Bandwidth Simulation

This analysis was performed by repegtinessage types 1@d11 every frame in
the first 2 sub-frame slots, as they représthe most constraining timing requirement.
The 3rd sub-frame slot was used to meet #§80-37} requirement, either through
separate timing requirements or by selecting generic element of the set. The 4th sub-
frame slot was used for the remaining tignirequirements. Several times in a one hour
period, the requirements ovapped by sub-frame messaget sind forced a message
type to occur 1 frame earlier. This is a realistic occurrence that was not adequately
captured using the mathematical percentage of time analysis. With these occasional
overlaps, there were 133 of 6@dal messages available for new data types. Extrapolated

further beyond 3600 seconds, overlaps conttouecur, but do not drop hourly message
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averages to below 133. While mathematic#iigre could be up t82.66% of available
bandwidth, a simple, realist@nd implementable approagields 22.17% of available

bandwidth, which for the purposes of this analysis is sufficient.

A final assumption not yet mentioned isitimo text messages of type 36 or 15, no
new message type requirements, and noesysir event driven message requirements
were levied in addition to the interval retpments which would cause a message type to
occur earlier than the maximum time int@ltvTo compensate for these unknowns, it is
assumed that an extremely conservativiedtiof this available bandwidth could be
otherwise occupied; therefore, a reasoma@pproximation and estimate is that 89
different DNMS messages per hoper satellite vehicle are aNable to support disaster

notification, while simultaneolysnot affecting the transission of PNT GPS data.

2. Transmission Scheme

There are primarily two different transssion architectures to be considered in
designing DNMS transmissions: rigid or dynanflicallocated. This analysis assumes all
block IIF and block Ill satelles are operational with KD declaration and standard
satellite vehicle attrition; therefore thisadysis will assume 40 of the potential total 44

satellite vehicles are brdeasting healthy data.

A rigid system will use ‘DNMS constellations’. A DNMS constellation is a
relatively static and pre-defined subset@®S vehicles requideto transmit a DNMS
message in order to ensure that a messaggng transmitted to and received at a given
disaster location for the enticturation of a disaster evenhdividual satdite vehicles
can exist within different DNMS constations based on the configuration and
transmitted data. Using rigid, fixed DNMSmstellations, approximately 7 optimally
chosen satellites vehicles are requiredrider to ensure worldwide coverage 99.99% of
the time, with approximately 2—4 satellitesview of any location on earth at any given
time. This assumes that all disaster events may be any size up to global with global
DNMS transmission. In a healthy GPS const@taof 40 L5 capable vehicles, 5 unique

DNMS constellations consisting of 7 vehicleach can be defined with 5 vehicles in
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reserve. Optimally choosing the 7 vehiclesa computationally difficult task. Using N
choose R (nCr) combinatorial mathematics:
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There exist 2.7e41 possible vehicle conaliotns when choosing 5 structured 7
satellite vehicle DNMS constellations. Silifying assumptions can be made in the
control segment software that defines DSMonstellations such as ensuring no more
than 3 vehicles from any givembital plane are selected, ensuring that vehicles within an
orbital plane are separated by more thardé@rees true anomaly, etc. The modernized
L5 signal is not limited to 32 PRNs in the way legacy signals are, so the number of
possible combinations to be optimized wiltrease exponentially as healthy L5 capable
vehicles increase beyond 40, though a nunatbexdditional simplifying assumptions to
computational complexities can be addedislissumed that the control segment will
have sufficient computational capacity and difgimg assumptions to forecast and select
satellites for each of the 5 DNMS constaetias. Once defined, the constellations need
not change unless a new satellite launcheghicle health changes, significant phasing
maneuvers or station-keeping maneuvers are performed, etc.

Based on an objective requirement faraasmission time of 600 seconds, each
message must be transmitted once every bites, or each message must be transmitted
6 times in each hour. In that same time period, each vehicle, and therefore, each DNMS
constellation is capable of transmitting 89que L5 messages. Based on the ability to
insert 2 separate DNMS messages in eBBhmessage, each vehicle is capable of
supporting disaster events wil0 separate and uniquesaster messages within the
DNMS stream. Using this rigid broadcast stieeof 5 defined 7 satellite vehicle DNMS
constellations with 5 additional vehiclesadlable as a reserve for additional tasking
ultimately yields 150 simultaneous disasteessages, meeting the objective requirement
of 103 simultaneous events and 129 simultaneous DNMS messages. With this scheme,
there is potential bandwidth not utilizdsased upon satellite footprint overlap, but
otherwise is an efficient system.
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The second option is to use a dynamicallpcated transmission scheme instead
of rigid and fixed DNMS constations. In this scheme, as an event is reported to the
control segment for inclusion as a disasteent, satellite vehicles are automatically
selected from the available pool of vehicleshsthat visibility to the geographic region is
tailored and specific. During sibility to the disaster event each orbital pass, the message
is re-inserted into the data transmissiongd aipon leaving visibilitythat bandwidth is
freed. Instead of all DNMS constellation vehicles transmitting the message continuously
worldwide as is true in theigid scheme, sets ofehicles and times for vehicles are
chosen for each event, significantly incregsthe available bandwid of the system.
This system reduces the initial computational complexity of defining mission
constellations as well, but performing andeidth throughput analysis is difficult
without higher fidelitystatistics on disaster euesize and distribution.

The fixed DNMS constellation option ishasen based on its predictability and
sustained global coverage within DNMS cofiat®ns. In either scheme, a forecast
message will not be incorporated intd&MS message until the message event start
time (i.e., message start time, not actual etiemg) is less than 1 week in advance. This
ensures that only current andlidadata is broadcast, reduces the effects of data aging
prior to broadcast, and reduces the poksibof annual ambiguities in date systems.
Additionally, in either transmission scheme igentical message will occasionally be
broadcast over a specific area from multiple satellites in view; because the messages are
identical in content and neither message h@her or differing precedence, no conflict
exists in the handset software in charazieg the disaster event. In cases where
messages differ, a precedence scheme will be developed to allow receivers the ability to
interpret differences in message content.

3. DNMS Message Data Structure

ICD-GPS-705C defines the text messdgpe 15 data structure as shown in
Figure 10. A standard text message has 232 information bits available for text, after 68
bits are utilized in defining message type,NPRCRC, etc. Of note is that 4 bits are
specific to a message page number in the gd®ere a single text message string spans
multiple broadcast messages.
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Figure 10. L5 Message Type 15 - Text Message (From ICD-GPS-705C)

For DNMS to broadcast disaster specififormation within L5 data, there are
two possible methods. The first option isuse a pre-defined type 15 text message and
add an overhead to the 232 data bits to alleseivers to interprahe text message as a
DNMS message. The second and preferreconps to create a DNMS message type in
the ICD-GPS-705C. The ttar option would needo be incorporatednto the control,
space and user segments in order to renguoper generation and receipt of a new
message type. In the current revision oDIGPS-705C, 6 bits are used to identify the
message type number, allowing 64 uniqgue messages. Currently only 14 of the 64 message
types are defined, so that thes adequate availability in the existing message structure
for a new message type. A hypothesized messgge44, DNMS Message, is shown in
Figure 11.

Figure 11. Proposed L5 Message Type 44 - DNMS Message
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The DNMS message structure does not require uniquely identified pages, which
adds 4 data bits from a text message. In total, a DNMS message may utilize 236 bits, and
will add the following data fields within the DNMS data:

MSGID: The DNMS message adtification is a codeunique to an individual
broadcast event. This code incrementslbfor each unique event that is programmed
into the control segment amologically, up to a maximurof 256 events, at which time
the counter resets to 0 and begins courdiggin. This scheme minimizes the likelihood
that two MSGID values overlap, under thssumption that in a 128 hour period (see
DUR field), there willbe fewer than 256 different eusnThe MSGID field serves one
primary purpose: to uniquely identify aavent and determine when an event's
information is updated and rebroadcast ideorto associate multiple messages together.
Of note, multiple messages with differinglixe MSGIDs can be transmitted, ultimately
supporting and providing information to tlwerarching disaster event. The MSG ID
field uses 8 bits of the DNMS dataesam to define the 256 event possibilities.

ETYPE: The event type field in the DNBAmessage describes the category of
disaster event, ultimately derived from thesncommon and impacting disaster events to
since 1900 as shown in the CRED epidemiology report. This field has 16 possible states,
utilizing 4 bits of the data stream. Fiftea@mique event types are dadid in Table 5. One
additional data bit is availablto be defined in future ¥&ons of ICD-GPS-705. In cases
where multiple event types occur simultaneously, separate DNMS messages would be
broadcast to allow flexibility and differentiati in event locations, areas and times, either
through different or like MSGID fields. Optiongllin future versions of this type 44 L5
message, the 4 ETYPE bits can be expandelbtasing additional available bits such
that each event utilizes a separate bit. Hilisnvs multiple simultaneous event types for
the same overarching disaster, assuming hiromessage parameters are identical. For
instance, if heat, drought aride all occur at the sam@éme, duration, location, etc, a
single message could then be used insted@lsadparate messages. If however, the time,
durations, locations or other fields vary, whis more often the case, the current ETYPE

implementation scheme is more applicable.
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Event Type Data Bits (4)

Extreme Heat 0000
Extreme Cold 0001
Blizzard 0010
Hurricane or Storm 0011
Tsunami 0100
Fire 0101
Radiation 0110
Earthquake 0111
Volcanic Eruption 1000

Flooding / Storm Surge| 1001
Epidemic / Outbreak | 1010

Insect Infestation 1011
Mass Earth Movement | 1100
Drought 1101
Armed Conflict 1110

Table 5. ETYPE - DNMS Message Event Type

PREC: The message precedence field isadd to allow multiple messages with
the same MSGID number to be appropriateitpcessed and interpreted by a receiver.
Four different precedence ldsare defined, as follows: Qriginal unmodified message
broadcast, 2) All information fields anmeplaced with new message information for
existing MS ID, 3) Information is added iggregate to existing MSGID, 4) Disregard or
cancel event MSGID prematurely. In casebere multiple differing messages are
received (i.e., no original message but afieplacement message from one satellite and
a field aggregation from another), the conation of event starand MSGID would be
used to interpret the applicable data.e&wally with MSGID rollover it would be
possible for ambiguities to exist, in which eabe control system software would cancel
the existing message and create a new original MSGID. The control segment must be
programmed in a way so as to not alloangmission of two messages with like MSGID
fields, differing disastedetails and inappropriate PREEI# (i.e., Original Message).

Event Precedence Data Bits (2)
Original Message 00
Field Replacement 01
Field Aggregation 10
Premature Cancellation 11

Table 6. PREC-DNMS Message Event Precedence
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LOC: The LOC field is used in comlation with the size, shape, ratio and
direction fields to allow great flexibility andrecision for a receiver to determine if the
current PNT calculated position is within theogeetric proximity of a disaster event. The
location field translates to a World Gaetic System 1984 (WGS84) latitude and
longitude and assumes that disaster evectsir on the surface of the earth, or apply to
all elevations at that latide and longitude. The resbn of the location field is
intended to be sub-10km. In defining tlgditude value, basesh the WGS84 defined
earth radius at the equator of 6,378,137 mnasi bit to define west or east of the
Greenwich meridian and 11 bits to define 20#&jue values counted tbe west or east,
the system resolution is 9.78 km. In definitige latitude, 1 bit is used to define
north/south of the equator and 10 bits tdirde 1024 unique values counted to the north
or south. In total, the LOC field utilizes 2its of the DNMS datanessage to arrive at
any location on earth no more than appratiely 3.13 km away (for worst case at
equator). Note that due to the oblateness of Earth, the resolution is slightly higher fidelity
at the polar north and south; latitude and Ilrde values at the pole will be no more than

approximately 3.01 km away.

SlIZ: The size field is defined as the masliof the event from the center location
defined by LOC in units of LOC resolutioncrements, as defined in Table 7. In cases
where the SHP and RAT fieldsfaee different shapes thanrcles, the SIZ field denotes
the radius equivalent from shape center to long axis shown in Figure 12. The SIZ field
accommodates event sizes up to glolhfferentiating between 1024 LOC radius
resolution value increments (~10,015 kmynfr center LOC as hemispherical and one
additional bit state to repredea single global event. In affort to minimize data bits
used, a pseudo-logarithmic scale is impleteénWith 16 unique values to define the

event size, 4 bits of the DNMS message are used.
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Radius Increments | Data Bits (4)
1 0000
2 0001
4 0010
6 0011
8 0100
10 0101
20 0110
40 0111
60 1000
80 1001
100 1010
200 1011
400 1100
600 1101
1024 1110
Global 1111

Table 7. SIZE - DNMS Message Event Size

SHP: The shape field of the DNMS messagetspecifies a circat or rectilinear
base shape, utilizing angjle bit of data.

Event Shape | Data Bit (1)
Circular 0
Rectilinear 1

Table 8. SHP-DNMS Message Event Shape

RAT: The ratio field specifies the ratio of major and minor lengths of the shape
defined by the SHP field. The ratio can be B:2, 5:2 or 5:1 utilizing 2 data bits. Figure

12 shows the usable shape and redimbinations, as well as size.
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Figure 12. DNMS Shape Ratio Examples

Shape Ratio | Data Bits (2)
1:1 00
3:2 01
5:2 10
5:1 11

Table 9. RAT-DNMS Message Event Shape Ratio

DIR: The direction field allows rotatiorof the shape in der to tailor to
geographic region. Rotation is allowed thgh 8 states of 22.degree increments,
utilizing 3 data bits as defined in Table 10. Due to shape symmetry, 1 data bit is saved in
that 16 directional stas need not be defined. In casdwre SHP field denotes circle and
RAT denotes a 1:1 axis ratio, the DIR fielddisfaulted to O degrees rotation and ignored
by receivers.
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Shape Direction | Rotation Data Bits (3)
N 0 degrees 000
NNE 22.5 degrees | 001
NE 45 degrees 010
ENE 67.5 degrees | 011
E 90 degrees 100
ESE 112.5 degrees 101
SE 135 degrees | 110
SSE 157.5 degrees 111

Table 10. DIR - DNMS Message Event Shape Direction

Figure 13. DNMS Shape Direction Example

TIM: The time field defines the beginning time of the disaster event. Two pieces
of information are used: the day of year in which the event starts being defined using
GPS time as already calculated using ottleck and ephemeris messages of the L5
signal combined with the locaéceiver processing, and the number of 1 hour increments
since the beginning of that Julian day. Note that because the maximum event duration
(before rebroadcast) is one year as nateder DUR and constrais are placed on how
far in advance messages can be transmitted, yearly ambiguities will not occur.
Ambiguities can additionally be avoided by control segment constraints in defining new
MSGIDs. Note also that the number of bitguied to define a week number (6 bits) and
hours into the week (8 bits), vice a day of yeamber (9 bits) and hours into the day (5
bits) are identical at 14 bits. This sameyields a time resolution of 1 hour.

DUR: The event duration is defined as time from the start of the disaster event

until the forecast or predicted end. Disastgents can range in scale from minutes to
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months or years; therefothe DUR field uses a pseudo-logarithmic scale as shown in
Table 11. This scheme assumes a minimum duration of 1 hour, a maximum event
duration of 1 year or 8760 hours, and a maxmrime resolution of 1 hour. If an event
spans beyond 1 year, a new DNMS messagk be created ad transmitted with
identical DNMS MSGID, with new updated TIM and DUR, utilizing the precedence
field, or re-creating the messaitgelf as necessary. Five daii#s are utilized in defining

duration states.

Duration |Duration |Data Bits (5) Duration | Duration |Data Bits (5)
1hr 1hr 00000 96 hr 4 days |10000
2 2 hrs 00001 120 5days |10001
3 3 hrs 00010 144 6 days [10010
4 4 hrs 00011 192 8 days [10011
5 5 hrs 00100 240 10 days | 10100
6 6 hrs 00101 480 20 days 10101
7 7 hrs 00110 720 1 month | 10110
8 8 hrs 00111 1440 2 monthg 10111
9 9 hrs 01000 2160 3 monthg 11000
10 10 hrs 01001 2880 4 monthg 11001
12 12 hrs 01010 3600 5 monthg 11010
18 18 hrs 01011 4320 6 monthg 11011
24 1 day 01100 5040 7 monthg 11100
36 1.5 days | 01101 5760 8 monthg 11101
48 2days |01110 6480 9 monthg 11110
72 3days |[01111 8760 lyear |11111

Table 11. DUR-DNMS Message Event Duration

LKL: The event likelihood field has 2 psible values of watch and warning,
utilizing 1 bit of the data message. Broadeddorecast events can be updated with like
MSGID and appropriate PREC value to artite the transition to an actual event

occurring, from watch to warning.
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Event Likelihood Data Bits (2)
Watch: Event is probable but not yet observed 0
Warning: Event is occurring 1

Table 12. LKL-DNMS Message Event Likelihood

TXT: The text code field allows a siditiant number of pre-defined messages to
be programmed into handsets, withcdbzation provided in software through
manufacturers for different dguages and cultures, with theessage intent defined in
ICD-GPS-705. Only 21 individual messages @eéned in Table 13, but 32 total bits are
allocated for this function to allow additiont@ixt messages to be defined in the future.
Bit 2 toggles on or off bits 3-5 of th82 bits, which are coded for directional
evacuations, whereas every other bit candggled in conjunction with other bits to
allow for simultaneous messages witlansingle DNMS message. For instance, by
combining bits 2, 4 and 11-13, a message coukkhedirecting to evacuate to the East
while seeking higher elevations and ratrapfood and water; or by combining bits 8-12
and 15, a message could be derimmediately seek and réimce shelter, avoid outdoor
movement, to ration food and water and exgEstier outages. In the case of ‘outward’
evacuation, the handset haxeived the event center lbicm and has calculated the
current location through other messages and Ehta, and is able to calculate which
direction is locally deemed ‘outward’. Thextemessage is intended to be flexible to

allow direction be provided inaide range of scenarios.
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Text Message Data Bits (32)

Check Local Emergency Alerts | 1--------=---mnmmmmmmommmoooeoae
Evacuate (Directional) S
Evacuate to the North AL —
Evacuate to the North-East B
Evacuate to the East --010--------mmmmmmm oo
Evacuate to the South-East B
Evacuate to the South --100----------mmmmm oo
Evacuate to the South-West S —
Evacuate to the West --110------mmmmmm oo
Evacuate to the North-West S —
Evacuate Outward from Center | ----- S —
Evacuate (General) | ------ e —
Take Shelter Inmediately | ------- S ——
Reinforce Shelter | -==meee 1--mmmmmmmmommoo oo
Avoid Outdoor Movement | --------- S —
Raton Food ] -memeeee- 1--mmmmommoo oo
Ration Water | =mmmmmmeees o —
Seek Higher Elevations | ---=--mm--- S —
Seek Lower Elevations | --mmmmmemee- e
Predicted Power Outages | --------=----- S
Predicted Communication Outages--------------- S

Table 13. TXTCODE-DNMS Message Eveiext Message Codes

A single DNMS message, in total occupies 99 of the total 300 data bits.
Subtracting overhead fields such as PRICBIC, 137 bits remain unused. Two complete
DNMS messages can occupy the same L5 mess long as a single TRG trigger bit
flags the second half of the message to lid ead processed by aaeiver. Thirty seven
bits remain unused and available for fut@écation or modification of the type 44
DNMS message structure. Figure 14 showslibheype 44 messagstructure in total,

containing two sepatea DNMS messages.
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Figure 14. Refined L5 Message Type 44-DNMS Message

Hurricane Sandy of October 2012 can be used as a case study of how multiple
DNMS messages can be broadcast to satefpirements for a single natural disaster
event. Hurricane Sandy broke land in the latagess$ of the storm system over Brigatine,

NJ. While the effects of the hurricane wdedt across approximately 24 states, it was
considered most significant with severe dgemand deaths in New Jersey and New York.

In New York in particular, a storm surge svaxperienced thatdbded streets, tunnels

and subways. Substantial damage was incuatedg the Atlantic casts of both states

with sustained power outages. As the storm’s predicted path approached the U.S. east
coast, an initial DNMS message would haverbbroadcast with several days’ warning,

as shown in the Figure 15 example. The initial message would have held enough
information to alert that an incoming hurrieawith deadly force was forecast to strike,
and to direct individuals ttake and reinforce shelter while avoiding outside movement,
while expecting power outages and floodig. the storm struck New Jersey and the
storm surge began flooding New York, the arad message could ha been updated via
precedence or a separate message transmittedngyaf an actual hurricane, flooding

and power outages also shown in the Faglib example. All messages are tailored

geographically and temporally.
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Figure 15. Overlapping Event Example (Shape, Ratio, Direction)

It should be noted that while this cadady only specifically addresses the impact
of Hurricane Sandy on the United States, waig a real DNMS evénthe hurricane’s
progress and impact through the Caribbean avbialve been broadcast as well to report

on a worldwide scale.

D. DNMS CONTROL SEGMENT

Similar to the GPS control segment, the DNMS control segment is responsible for
the command and control of DNMS data, tolude transmission to GPS satellites from
worldwide ground antennas, receipt anhdtional verification of DNMS messages
within the GPS signal from worldwide mitor stations, both through the GPS MCS, as

well as communications with othdisaster organizations.

The Air Force Weather Agency (AFWAEhdquartered in Offutt Air Force Base,
Nebraska would adopt the lead DNMSnuwoand and control role as a military
organization to interface with the GPS cohsegment, as well as to interface with a
variety of international organizations sponsible for aggregagg and transmitting
disaster notification information. The MFA may or may not adopt the role of

international command and control for disastetification as depied in Figure 6; as
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such, the UN GDACS may optionally adopé timternational command and control role
and relay information to AFWA for transssion. Figure 16 shows the information

process flow from a variety of organizations to GPS users.

Figure 16. DNMS Control Segment Information Flow

The primary communications protocol usedtransporting diaster notification
information to and through the DNMS control segment would be based on the CAP
standard, through secured communicatteansmission lines. The AFWA would be
responsible for receiving all alert informati, filtering duplicate events from different
organizations (i.e., UN and FEMA simultaneously report for the same event with minor
variations in parameters should yieldsemgle DNMS event), adding DNMS specific
event fields and information in the XMIormat as a modified CAP standard, and
relaying the success of event notificationstmrce organizations as reported from the
GPS MCS. Event information reported frohirWA to the GPS MCS must contain all
required data to be transmitted as an L5 message type 44 - DNMS Message. Software at
the GPS MCS will be largely automated asthedule satellite suppocontacts based
upon priorities from AFWA. The GPS MC®ill also have previously defined the
required DNMS constellations to simplify ghtransmission process. The GPS MCS,
dedicated ground antennas and AFSCN groundnaias are assumed to have adequate
capacity of satellite contacto support DNMS with nessary data uploads, as DNMS

and PNT information can be uploaded in the same data sets.
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E. DNMS USER SEGMENT

The DNMS user segment consists of any device or user in receipt of a DNMS
message through the L5 GPS signal. €h& no specific design specification or
implementation intended, rather the commaericidustry is expected to integrate DNMS
processing into devices. If necessary, lagavernments can mandate that GPS-enabled
devices sold are able togmess DNMS data, similar to U.S. mandates for mobile phones
being IPAWS CMAS compliant.

The most basic functionality of a DNM8ceiver would be to report DNMS event
information for an event in which the recaivs located. Advanced capabilities could
include reporting disaster event informatifmm other on-going events or past detected
events, displaying disaster regions or eadicm routes on a map, displaying evacuation
directions and alert informian as an overlay to othalevice information and many,
many more. The original design of GPS recesv@mply calculated [primarily] latitude,
longitude and elevation, bunhodern receivers display rant locations on satellite
imagery with real-time traffic overlays and turn-by-turn directions to destinations, etc; it
is anticipated that similar commercializatiand design innovation vinspire new ways
to process and integrate DNMS data, so longllagceivers maintaibasic functionality.
One handset may simply process location asglay alert information such as “Flooding
in progress for your area, evacuate to thettN&ast,” etc, while another may display
satellite imagery based map with evacuationte and traffic overlays. In either case
however, the receiver is able to contilpiadetermine and re-determine if DNMS
messages are applicable based upon thentlyrrealculated GPS position. Utilizing the
DNMS MSGID and PREC scheme, handsets ale @mbdetermine how to appropriately

handle multiple messages or duplicate messagestfre same or differing satellites.

F. ADDITIONAL DESIGN CONSIDERATIONS
1. Interference

The suite of GPS signals is inherently susceptible to interference. Power levels for
received signals at ground user equipnagatgenerally lower #n the background radio
frequency noise; it is only due to cortada of DSSS that thesignal itself can be
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recovered and its data processed. Reporigtefference for both civilian and military
signals occur frequently, within the United States as well as abroad; most often this
interference is inadvertent as uncorrelated noise bleeding into the GPS spectrum, but the
sophistication of electronic warfare has increase@cent years such that adversaries are
capable of more technically advanced attack GPS. Just as the miniaturization and
proliferation of electronics brings GPS capaieit to individuals around the world, they

also bring those same capabilities to admees. As an electronic warfare axiom goes,

“The day the first transmitter was invted, so too was the first jammer.”

In early 2013, a team from MIT witthe cooperation of a witting yacht crew
performed a proof of concept navigation attaskif a malicious attacker were spoofing
GPS. GPS signals were slowly overpowerdith & compilation of artificial signals which
successfully steered tlyacht 100 miles off course, and thimtlowed a parallel track to
the original course, all while the on-idanavigation systems and other systems
dependent upon GPS reported the locatiorthenoriginal track (Saarinen, 2013). The
sophistication of attacks on GPS has insegbexponentially in recent years, and DNMS
data inserted into the GPS signals is also inherently susceptible. Also occurring in early
2013, computer hackers interfered with aumsli®on based emergency broadcast system in
northern Michigan by reportingp and alerting the public that a zombie apocalypse was
underway (Huffington Post, 2013). This higiilis the susceptibility of emergency
broadcast systems. Had the attackers intended malicious or nefarious effects, they could
have synchronized attacks with other emergdiroadcast systems and used more subtle
and realistic alerts to cause mayhem.eEgency broadcast systems and GPS based
electronic systems are constartidgted for vulnerabilitiesnal exploited when available.

If DNMS data is broadcast, it is extremgbrobable that it will nbtake long before

spoofed disaster notification broadts are received by users.

It is likely that precluding such attaglon DNMS is impossible, but there are
steps that could be taken ethtechnologically, procedurallgr according to policy in
order to make them less likely; unforturlgteeach step has significant effects on the

design and operation of the system as a &hdhe L5 SoL signal already exists in a
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more protected portion of the EM spectruhan other GPS signaldut it is still
susceptible to interference.

One option to prevent malicious spoofingtds utilize encrygbn or a type of
coded or authenticated rule-sets similar parity. In order for encryption to work
however, keys must be distributed to usdaes some data transfer mechanism wherein
keys would not be available to an adversairthis system. Key diribution on this scale
is unlikely. Message authentication via rule-sets or checksum is possible, similar to the
way parity or checksums in credit cardIBEl numbers operate, such as Luhn, Verhoeff
or Damm algorithms. For instance in the case of credit cards, it is statistically improbable
that randomly choosing 16 base 10 numbeitk yield a potentially operational credit
card number; there are certain giie place to ensure every number is provided by a card
distributor error free. For this scheme aithentication to work however, those rules
must be safeguarded as if they wereesmaryption key, othense an adversary may
create numbers which abide by those rules and spoof a legitimate signal. In this scheme,
receivers would require the les be coded and storedc#ily in order to detect
authenticated signals; were the rules to iant@ncealed, it is still possible to use a
compromised receiver to brute force and disc@ughenticated codes for exploitation. In
both cases, additional bandwidth for the entoypkey or authentication key is required
which reduces the overall bandwidth of the DNMS system. The more complicated the
key or rule-sets, the fewer DNMS messages can be transmitted. Ultimately, no

technological system can be created that gemvious to reverse engineering or attack.

Another option is to utiie international policy and law in order to deter such
attacks on DNMS. Attacks on GPS signals nemshmonly occur from terrestrial based
transmitters (vice airborne or spaceborne) where approximate geo-location is possible.
By using international policy in cooperati with local and cooperating law enforcement
in the countries affected by said interferenmerpetrators can be searched for, potentially
arrested and tried in a court of law. Tbeited Nations may jvide a framework for
such international policy. Numerous articles of the Universal Declaration of Human
Rights would be violated by such an aktadepending upon the attds severity and
intention. Not all countriesincluding the United Stateshave signed many United

50



Nations policies or protocols, so finding arslard baseline of policy would be difficult.
Another option in international policy is to use relationships the United States shares with
other nation states directly. DNB/is provided by the UniteStates with the cooperation

of local, regional or nationaleporting nodes. Agreements would need to be in place
between the United States and other natgtates that persons or organizations
intentionally interfeing with DNMS be prosecuted unddére full extent of local and
international law, in order for the DNMS service to be provided and for events within
those national boundaries to be reportddlike PNT data transmitted through GPS
signals, DNMS data could be manipulatedtbg United States in a way so as to not
report events that occur withcertain geographic boundari@hese actions would likely

deter most, but ultimately not prevent some, attacks.

2. Additional Modernized GPS Signals

Other modernized GPS signals, suchtrees L1C, L2C or military only M-code
have the same potential for underutilizechdaidth and the same the same message
based construct that the L5 signal hasdifying the GPS ICDs, control segment and
space segment to accommodate DNMS on theif@®al, and making the requisite policy
changes to institute a disastnotification system over @5 represent the majority of
obstacles and required changes in ordersawpport other modernized signals. The
relationship of data flow between signalghe major design decision that would need to
be addressed. The data can either becapd and broadcast across all DNMS capable
signals to ensure receipt, in which case no additional bandwidth is available from the
additional signals but would reach a receixagardless of which modernized signal is
utilized, or different messagecan be broadcast on differesigjnals, which would force
receivers to track and process data for all modernized signals in order to ensure receipt of
a message and utilize a more significant portof the total available bandwidth. The
guestion ultimately depends upon how adequately the L5 only DNMS bandwidth is able

to account for disaster messages, and howvacmanufacturers design receivers.

By simultaneously transmitting data ofi 8 modernized civilian signals as

parallel transmission on different channels, the data can effectively be multiplexed to
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allow 4 times, the bandwidth so long as ssesceive all channels. With one additional
channel, the bandwidth could be increase® tomes, etc, however in this scheme, if a

single channel is not tracked, no datable to be processed.

When considering the military M-code as additional modernized signal to
include DNMS data upon, it is portant to also consider whdifferences in data would
be present between the civilian and militaynsils. Similar to the potential difference of
civilian C/A and military P(Y) PNT data ondacy signals, a potential exists to tailor
DNMS data for military forces, while still pviding baseline support for worldwide use.
This option would utilize more of the ol available bandwidth, and could provide
higher fidelity tailored messaging for areas of military operations.

3. Commercialization of DNMS Data

Using different signals,encryption, authenticatiorschemes or controlling
geographic boundaries can allow the conseyment to control DNMS message receipt
to different user groups. The United $wmtand the Russian Federation both utilize
encryption to control data flow between tism and military user groups for GPS and
GLONASS GNSS respectively. The Galileo GNS&msexample of a system where, by
controlling information flow, tk civilian PNT data is commercialized wherein differing
levels of service vyield differing pemfmance levels. The GPS DNMS could be
commercialized at two different and mutuabxclusive levels: national or individual
service. Either method to commercialize ulb have significanimplications on the

design of GPS DNMS, and the level of interoa&l support the system would receive.

Similar to using international law and policy combined with the threat of
discontinued service to garneation state support, the sewviitself could be controlled
to only report events withia country that provides toghUnited States government an
annual minimal service fee. While unlikely, the cost of modifying the GPS and the
sustained costs of operationsuld be balanced evenly amsustainable way. One option
of balancing costs is to prorate based on a nation’s GDP in order to allow access for poor
or rich nations. It is vital that the DNMS sarw scheme utilized not be priced in a way to

as to be cost prohibitive to any nation.
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The second option is to use encryptiomliow DNMS messages be received only
by paying customers, or to split between a liasdree level of service and an increased
level of service which the United States gowveemt would be contractually obligated to
provide. The cost of modifying the GPS ath@ sustained costs of operating would be
balanced evenly in a sustainable wakhe negative consequences of bandwidth
occupation and cryptographkey distribution processegply. Also as noted in the
national level scheme, it is vital that the DNM&vice not be priced in a way so as to be

cost prohibitive tany individual.

4. WAAS

GPS satellites are not the only satellitgsch transmit GPS data. GPS Wide Area
Augmentation Service (WAAS) satellites operated by the Federal Aviation
Administration (FAA) act as gatellite based augmentation system (SBAS) to transmit
real-time clock, ephemeris and ionosphericrections to GPS PN data over north
America, intending to provide accuracy egqient to Category 1 ILS primarily for
aviation use (FAA, 2013). The data is traitsed in 5-second increments on GPS PRNs
other than those defined in the opema&l GPS ICDs, ancdcommercial equipment
manufacturers have designed high perforteahandsets and receivers to utilize the
additional correction information in order poovide significantly improved performance.
Similarly, on an international scale, tBiropean Space Agency has implemented the
European Geostationary Navigation Over&ervice (EGNOS) which provides real-time
corrections to the GPS, GLONASS and @aliGNSSs primarily for aviation use over
the European Union and Africa. Many other SBASSs exist.

Combining WAAS, EGNOS or other SBASvith DNMS data may provide an
effective augmentation or link replacemaat DNMS. SBASs to include WAAS and
EGNOS are generally broadcast from geostatiosatellites, which has several benefits
for broadcast signals. Based on the geostatio orbit, only ~3—4 satellites total are
required for continuous near worldwide cowggalimited coverage at polar north and

south without additional satellites). Additidlya because the relative satellite position
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remains comparatively static in the sky, updated data can be transmitted and received

continuously in near real-timeitvout changes in visibility.

One major advantage to utilizing SBASs is that DNMS data can be inserted on
one or many PRNs newly created andlidated to the DNMS mission. These PRNs
would be broadcast at the same GPS SB&§uéncy (legacy signal) and received by
WAAS capable receivers. New dedicateBNs continuously broadcasting DNMS data
would dramatically increase the bandwidihthe overall system. Additionally, using
WAAS or other SBASs as the primary IM$ data link would greatly simplify the

operational communication schemes and timelines.

Another option to further simplify th®ONMS design is to create one or many
PRNs and transmit DNMS data through comeradly leased transponder space. This
scheme would require a central command control location, 3—4 ground transmission
sites, and leased transponder space on dgesynchronous satellites. The FAA has
previously tested and provided WAAS roection data on commercially leased
transponder space on INMARSAT-4 F3 (FA2013). These newly created PRNs would
also be broadcast at the same GP§ueacy. Under this scheme, the existing GPS
control and space segments do not require fisation and ultimately the overall cost of
implementing the DNMS system is signifitgnreduced. Response timeliness also has
the potential to increase using SBAs, wheeetontinuous data link is established. Under
the current GPS control segment paradigmgranection must be established in real-time,
occupying precious minutes that otherwise doliive been used to alert individuals.
Also worth considering is that because WAAS corrections exist on GPS frequencies,
it is not in the protected spectrum space of L5 and is potentially more prone to
inadvertent interference. Leasing comnm@r¢ransponder space for a PRN based GPS

SBAS ultimately has significant potential for DNMS, with many benefits.

5. GPS Emergency Messaging System Patents

In January of 2010, U.S. patentmber US7650136 B2 was published as a
continuation to U.S. patent application Ser. No. 10/268,096 filed in October of 2002,

wherein emergency messaging data is sogmsed onto GPS signals. The patent
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includes information on the modification ttie GPS segments in order to “...enable
distribution of emergency messages nationatig globally while minimizing investment

in new infrastructure ... tailored to geoghac region ...” (Schnabel, 2010). While this
patent differs in many implementation detaand has different areas emphasized in
specificity, the core functiofity is essentially the sameach has response centers or
aggregating nodes at various levels, a G&8rol segment responsible for transmission

to satellites, GPS satellites capable ofgmaitting disaster information, and users capable
of receiving disaster information. Thorough legal reviews must be accomplished to

determine the consequenaegsting patents have on DNMS implementation.

55



THIS PAGE INTENTIONALLY LEFT BLANK

56



IV. GPS POLICY

The GPS has become a ubiquitous utilitythweach added capability, feature or
upgrade and with increasing infrastructudependence, the system and all space
capabilities have become inherently intented in policy and lawmaking decisions and
strategies from the national and internatlolevel, down to Uniéd States military
operations. The DNMS augmentation to the GPS must abide by existing policy, and as

currently theorized, does.

The National Security Strategy (NSSyrsed by President Barack Obama in May
2010 highlights the need to continue grovathindigenous space capabilities, and to
continue investing in the search and development ofxtigeneration technologies and
capabilities to benefit commead; civil and other communitie® maintain the viability
of space for future generations. Additionally, the strategy declares that the space domain
is a shared area that exists outsidelwsive national jurisdictions and is “...the
connective tissue around our globe upon whathnations’ security and prosperity
depend” (Obama, 2010). The DNMS would be, like GPS, a connective tissue of which all

nations depend upon and prosper from.

The GPS is guided by the National SetsuRresidential Directive #39, December
2004, as well in which then President GeoBysh acknowledges ¢hcriticality of GPS
on multiple sectors of the U.S. infrastructuRresident Bush also directed that PNT
infrastructure be modernized to deploy ngublic safety servicewhen required, and to
the maximum extent practical (Obama, 200Fhe DNMS would not interfere with the
existing or future planned PNT data used byaai infrastructuresand would in fact add

public safety services fostering imational cooperation and goodwill.

The NSS Space supplement, the Natiddeturity Space Strategy, released by
then Secretary of Defense Robert Gateganuary 2011, also higphts that space is
vital in order to enable #viability of the global emnomy. The DNMS would have the
ability to spark worldwide nmaufacturing of localized GP8nabled devices, in addition

to those already being inqmrated into existing dess manufactured throughout the
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world. Additionally, Robert Gates said: “We will explore sharing space-derived
information as ‘global utilities’ with pamered nations. As welo today with the
positioning, navigation, and timing services of the Global Positioning System, we will
provide services derived from selected@p systems and enhance those services through
partnerships [with other responsible natidr(§ates, 2011). An opportunity exists for
collaboration and partnership witlther nations not yet seen.

The National Space Policy of June 2010 has a stated goal to: “Expand
international cooperation on mutually beneflcspace activities to broaden and extend
the benefits of space [and] further the pealce$e of space ...” (Obama, 2010). The U.S.
will enable others to share the benefiteyided by the use of space; in that, the DNMS

excels.

Being operated by the Department of Deterthe GPS is also inherently guided
by defense strategy. In the National Defe Strategy, signed in June 2008 by then
Secretary of Defense Robert Gates, itacknowledged that “...gbal prosperity is
contingent on the free flow of ideas, gopdsad services” (Gate2008). The National
Military Strategy also supportee DNMS in that all domains (air, space, cyberspace, etc)
allow for high-speed, high-volume exchangkeideas, information and capital, among
other things, that are critical tbe global economy (Mullen, 2011).

The Department of Defense Ditee 4650.05, signed February 2008 which
guides Position Navigation and Timing does eqplicitly support an augmentation such
as DNMS, but the guidance is specific RNT information, not the GPS as an
all-encompassing entity and the DNMS does not interfere with the PNT guidance
outlined within the DoDD, or adversely affect GPS operations (England 2008
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V. CONCLUSIONS

The GPS has potential as an effective communication link to add critical capacity
and reach to global disaster notification broadcast systems. This GPS augmentation
system can be tied to other worldwide disa aggregation and reporting systems and
organizations with minimal costs, and be pdad as a free utilityithout affecting the
ability and capacity to continue providing PNlata. As an added data link, this system
could remove many obstacles to reaching tladtected by disasters, such as cell phone

carriers, numerous other data links, delagmgraphic reach, economic viability, et al.

Adequate bandwidth capacity exists ie flanned L5 SoL GPS signal to provide
notifications for the more than 200 million individuals currently affected by disasters
annually, given some limitations and assumptigegarding notification trigger criteria.
Some limitations in this GPS augmentati@xist in overall system capacity and
timeliness. Not every disaster where an indlinal is killed can be reported while still
maintaining capacity such that the PNTtadaesident in the GPS signal remains
unaffected. Similarly, given the existingontrol segment infrastructure and the
notification timelines of some natural disaster events such as earthquakes or tsunamis,
limitations exist in the system’s overall effectiveness. The system as designed however
meets the requirements outlined in section Ill.A, and has potential to provide notifications
for the vast majority of disaster@nwts and affected individuals.

For this system to be realized, the Udittates must accept ownership as well as
implementation and service costs. Natioleadel policy through military strategy must
account for the role and associated resjpditees the United States would accept by
introducing such a system. Ultimately, througlatigely minimal costs, the United States
could provide additional capacity to worldwidesaster notification services saving many
lives. Additionally, international partnergs, cooperation and gsperity would be

fostered, while furthering the peaceful uses of space.
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VI. RECOMMENDED AREAS OF FURTHER STUDY

Augmenting the GPS to provide disasteotification services offers new
capability; however, throughout this analysmny assumptions were made and many

areas exist which require further study befiimal DNMS design decisions can be made.

More refined natural disaster epidemioladpta needs to be analyzed in order to
more accurately drive worldwide notifiten system requirements; specifically,
geographic size, dispersion asthtistical distribution need to be refined in order to

ensure adequate system capacity and capability.

ICDs currently exist for all plannedtfire GPS signals; however implementation
plans are extremely limited in the control, space and user GPS segments. Accurate
control segment specifics such as egst automation, processing capacity, and
communication timeliness; spa segment specifics such as data processing, memory,
broadcast message timelines, and satellibsselinking capabilities; and user segment
specifics such as all-in-view data procagsi‘cold-start’ signal tracking timeliness, and
many others for all segments remain &ygunknown. For all GPS segments and for all

modernized GPS signals, phased implementation plans are needed.

A detailed software simulation of the ad-hoc satellite tasking transmission scheme
mentioned as option 2 in paragraph III.C.2 needs to be pursued. This transmission
method has potential to increase avaddabandwidth of the DNMS system, though it

adds real-time planning androputational complexity.

All areas of additional design consideoais need to be refined. The performance
of the L5 signal and its ‘protected’ natuagainst inadvertent, intentional white and
spoofed interference mube tested in laboratory anékgvorld with ground and airborne
assets. The WAAS consideration of DISMthrough commercially leased GEO
SATCOM needs to be further explored anfined as well, as it offers many significant
advantages to the implementation of 8. Additionally, thoough legal reviews of
governmental implementation of corporate patents must be accomplished.
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