The influence of an Antarctic glacier tongue on near-field ocean circulation and mixing
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Abstract In situ measurements of flow and stratification in the vicinity of the Erebus Glacier Tongue, a 12 km long floating Antarctic glacier, show the significant influence of the glacier. Three ADCPs (75, 300, and 600 kHz) were deployed close (<50 m) to the sidewall of the glacier in order to capture near-field flow distortion.Scalar (temperature and conductivity) and shear microstructure profiling captured small-scale vertical variability. Flow magnitudes exceeded 0.3 m s⁻¹ through a combination of tidal flow (~8 cm s⁻¹) and a background/residual flow (~4–10 cm s⁻¹) flowing to the NW. Turbulence was dominated by deeper mixing during spring tide, likely indicative of the role of bathymetric variation which locally forms an obstacle as great as the glacier. During the neap tide, near-surface mixing was as energetic as that seen in the spring tide, suggesting the presence of buoyancy-driven near-surface flows. Estimates of integrated dissipation rate suggest that these floating extensions of the Antarctic ice sheet alter energy budgets through enhanced dissipation, and thus influence coastal near-surface circulation.

1. Introduction

Glacier tongues, the seaward extension of glacier outflows, form substantial obstacles along the coastal margins of Antarctica. For example, along the coastline of Victoria Land on the western margin of the Ross Sea there are at least 10 substantial glacier tongues (Nordenskjöld, Harbord, Cheetham, Campbell, Drygalski, Tinker, Aviator, Icebreaker, Mariner, and Borchgrevink [Gunn and Warren, 1962; Debenham, 1965; Frezzotti, 1997]; Figure 1a). With offshore extensions into the coastal ocean of 10 km or more, and vertical thicknesses of 100–300 m, they likely significantly modify coastal surface currents as well as constrict flow between the coast and offshore islands (e.g., Coulman Glacier and the Kay Islands). Thus, there is interest in the connection between these glacial outflows and Antarctic regional coastal circulation [Moffat et al., 2008; Hellmer et al., 2012; K. Hughes et al., Extension of an ice shelf water plume model beneath sea ice, submitted to Journal of Geophysics Research-Oceans, 2013].

In this work, we use detailed observations of flow and stratification near the Erebus Glacier Tongue (herein-after EGT), a small glacier tongue in southern McMurdo Sound, to quantify likely effects on stratification and coastal currents resulting from such obstacles. The provenance and fate of coastal currents are particularly important at high southern latitudes due to the advection of near-surface layers of ice shelf water [Mahoney et al., 2011]. The water in these layers has been in contact with the underside of ice shelves at significant depths where it cooled to the melting temperature at that pressure. The melting introduces freshwater [Holland and Jenkins, 1999] and the resulting reduced density drives flow to shallower depths. The associated reduction in pressure raises the temperature of freezing, resulting in the still-liquid seawater being colder than its local freezing point. This thermal deficit is not instantly relieved by freezing and so the seawater is said to be supercooled. Mahoney et al. [2011] show layers of this fluid being present at a location a few km south of the EGT at a number of times during their year-long sampling.

Supercooled water dramatically affects both the nature of sea ice and its propensity to form crystals [Smith et al., 2001; Dmitrenko et al., 2010; Gough et al., 2012]. Stevens et al. [2009] and K. Hughes et al. (submitted manuscript, 2013) used diffusive arguments and a plume model, respectively, to suggest that the flow of supercooled water from the combined McMurdo and Ross Ice Shelves to the south of McMurdo Sound through Haskell Strait (south of Cape Armitage and Scott Base, Figure 1c), might persist northward for as
much as 250 km before being diluted through mixing. Even once this layer warms above the local freezing temperature, it will still aid atmospherically driven sea ice formation as the stratification will restrict the vertical extent of heat loss.

The EGT divides the surface waters of Erebus Bay between the Dellbridge Islands and Cape Armitage (Figure 1). The present work builds on a brief pilot study conducted in 2009 in the same location [Stevens et al., 2011]. Observations of flow speeds of 40 cm s\(^{-1}\) were made during this study and conditions suitable for shear-generated turbulence were identified. The present work extends the duration of the sampling by a factor of three compared to the pilot study, enabling comparison of spring and neap phases of the tide. Furthermore, the depth range of the observations is nearly tripled whilst the spatial perspective is expanded through the use of multiple field stations. Associated work includes analysis of the underice boundary layer variability in supercooling conditions, acoustic backscatter from ADCPs under the influence of ice shelf water, and the horizontal scalar structure of the wake region as measured with an autonomous underwater vehicle.

The questions we seek to answer here are: (i) what is the character of the flow disturbance caused by the glacier? (ii) to what levels are local mixing rates elevated and do these rates include a signature associated with the spring-neap cycle? and (iii) what are the implications of these high-resolution near-wall results for glacier melting rate estimates?

2. Methods

2.1. Location

At the time of sampling, the glacier tongue was 12 km long, 1.5 km wide, and was estimated to be 300 m thick at the grounding line. The basal slope was \(0.02\) along its main axis, and the tip was \(50\) m thick (Figure 2) [DeLisle et al., 1989]. The tip was almost at the longitude of Tent Island (Figure 2a).
With the variability in glacier position, all references relative to the tip location are for the October 2010 position. As well as the tip moving at 100–200 m/yr, there are periodic calving events. At the time of the sampling, the most recent calving of the EGT had been in March 1990 when a 3.5 km section broke away [Robinson and Haskell, 1990]. Subsequent to the observations described here, a 4 km section calved off in February 2013 [Stevens et al., 2013]. Similar events were known to have occurred in 1911 and at some point during the 1940s [Holdsworth, 1982].

The few bathymetric data available in the area are collated in Land Information New Zealand chart NZ14901 and show there are no bathymetric data to the east of Big Razorback Island (Figure 1c). The water depth near the EGT tip was around 400 m when the sampling described in Jacobs et al. [1981] took place. However, the "depth at the tip" is variable due to the changing position of the glacier tip and the complex geography of the region (Figure 2), most notably the region shoaling to 190 m, just to the west of the October 2010 tip position.

The above-water glacier outline was traced with skidoo-mounted Global Positioning System (GPS), and in some areas by ski. This enabled the face of the glacier to be mapped within a few m (Figure 2). A field camp (Erebus Field Camp—EFC) was established off the NW tip of the EGT using modified insulated shipping containers; with those being used for sampling having hatches in the floor to access the ice. Hydroholes were then created with a hot water drill designed to generate wide (~1 m diameter) holes in thin sea ice. At the location of the EFC, the ice was first year sea ice with a uniform thickness of ~2.3 m. An initial subsurface survey with a remotely operated vehicle (ROV) showed that the first year sea ice underside was reasonably homogeneous and no ice rafting was apparent in the region.

Despite the EFC being close to the tip, the proximity to the glacier sidewall meant that we were sampling sidewall rather than "tip" effects. If the camp had been much closer to the Ross Island coast there would have been significant challenges accessing the water as the result of the thickness of both the sea ice and the glacier. The measured water depth at the EFC site was 344 m using an acoustic sounder and so substantially deeper than the shoaling region to the west of the tip.
Glacier freeboard was measured with several precise GPS elevation transects across the top of the EGT conducted 2 weeks after the oceano-graphic work. These transects used a Trimble R7 receiver tied to regional GPS base stations (located approximately 18 km from the experiment site) and produced 3-D positions with horizontal and vertical accuracies of approximately 1 and 3 cm, respectively. Estimates of the ice thickness can then be determined from hydrostatics assuming that the glacier density is 867 kg m$^{-3}$ [Holdsworth, 1974] and that the firn covering on the EGT played a relatively minor role as it was a few centimeter at most (e.g., comparable to the accuracy of the GPS) due to the substantial ablation (S. Mager, personal communication, 2013).

2.2. Tides and Background Mooring

Details of the 1 m diurnal tidal range in southern McMurdo Sounds are described by Goring and Pyne [2003]. Neither of the two tide gauges in the area was working at the time of the experiment. Instead, tidal model results from the XTide model [Flater, 2012] have been used in this study as these results were well correlated with the gauges at times when they were both working concurrently. The experiment commenced after neap tides, ran through the spring tides (~DOY 301) and once more into neap tides (~DOY 306) before ending as spring tides returned.

A top-mounted mooring was deployed in 350 m of water, 2.5 km to the SW of the EFC at 77° 42.145’ S, 166° 26.778’ E, from 20 August through until 7 November 2010. This mooring contained three Aanderaa RCM-9 units coupled with SBE 37 Microcat temperature, salinity, and pressure recorders (Seabird Electronics, USA). The current meter/Microcat pairs were located at depths of 50, 150, and 300 m. The 50 m Microcat stopped recording halfway through the intensive sampling period over days 300–312 but did record the previous 80 days. The current meter at 150 m failed to log data but the Microcat at this depth did work. Upon recovery of the mooring it was found that the line had lifted sufficiently so that the top 10 m had frozen into the growing subice platelet layer. This has been encountered previously on instrument deployments when the buoyancy force from platelet accretion on mooring lines had overwhelmed the mooring ballast (the nature of our remote deployment camp meant we were unable to deploy very heavy ballast blocks).

3. Acoustic Doppler Current Profilers

Data from three acoustic Doppler current profilers (ADCPs) are utilized here; all within 100 m of the sidewall (Table 1). A 75 kHz Teledyne-RDI ADCP and a 600 kHz Aandera Recording Doppler Current Profiler (RDCP) were located in one of the containerized laboratories 80 m from the ice wall. A 300 kHz Teledyne-RDI unit was positioned in a second laboratory 35 m from the ice wall, located over the same hydro hole as used for shear microstructure profiling. A magnetic declination offset of 144° was included in all ADCP measurements. Compass testing did not indicate any inconsistencies due to the near-vertical magnetic field. The three acoustic profilers provide a useful spread of scale foci. The 75 kHz unit provides the large-scale, near-full depth perspective, the 300 kHz unit gives a detailed picture of the wake and blocking characteristics of the glacier itself, whilst the 600 kHz unit captures the underice boundary layer structure.

The 2009 pilot study using a 300 kHz ADCP [Stevens et al., 2009] resolved quality data to depths of around 100 m, which is good for a 300 kHz device in these waters. However, during the present work, a number of problems with the ADCP data were encountered, due to the proximity to the glacier; the use of a number of ADCPs in close confines; and the presence of other sampling instruments. For example, the 1.6 m long shear microstructure profiler was apparent in the 75 kHz data. Unlike the 300 kHz data collected in the pilot study [Stevens et al., 2009], this sensor was oriented in such a way that the shear microstructure profiler occasionally registered in one of the beams for a moderate portion of the profile. The bad data were identified using a threshold on the “Percent Good” value returned by the WinADCP sampling software (Teledyne RDI, USA). These data were removed and the gaps, typically of the order of four samples, i.e., 8 min, were
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filled by linear interpolation. As a result of the sampling period of the shear profiling, spurious content had a potential 30 min return period in the collected data set.

The 75 kHz ADCP unit was oriented in a way to minimize the likelihood of seeing the glacier wall at depth. So while its deeper data are good, it returned what looked like anomalously low velocities, compared to the higher frequency units, at depths <50 m. Despite this, the error velocities were low with an average of only a few cm s\(^{-1}\). Potentially, the 8 m bins were too coarse to capture the detailed layering in the lee of the glacier.

The 300 kHz unit was the closest to the glacier wall so there is increased potential for sidelobe affects. Also it is possible that the likely small scales of horizontal variability fall within the beam spacing. This reduces the accuracy of the geometric coordinate transformation. Error velocities were at times large with averages typically around 5 cm s\(^{-1}\) and individual measures many times this.

A cross comparison of the ADCP data (Figure 3) from the three instruments along with the current meter at the BG mooring (Recording Current Meter (RCM) deep) shows that the flow direction was quite consistent, but that the magnitude was highly variable. The unit closest to the wall, the 300 kHz instrument, returned the highest flows. A merged time series of velocity data was constructed from the 75 and 300 kHz units based on quality control flags derived from backscatter amplitude and error velocity. The two profiles were joined at a depth of 70 m with the merger having a 15 m width either side where there was a reducing proportion of one of the data sets. The majority of the ADCP results presented here will be in the form of this merged data set.

### 3.1. Profilers

Scalar profiles were recorded using a Seabird Electronics SBE 19+ conductivity-temperature-depth (CTD) profiler. In addition, similar profiles were acquired using a Seabird Electronics (SBE, USA) temperature (SBE 3) and conductivity (SBE 4) sensor pair mounted on the Vertical Microstructure Profiler VMP500 (see below). These VMP-mounted sensors were unpumped so as to not affect the shear data by inducing vibrations.
meant that the spatial resolution of the salinity was several meters. However, salinity spiking was not particularly apparent due to the very low dynamic range in temperature. Both profilers were kept continuously submerged in between profiles so that the packages maintained equilibrium with the ambient temperature.

Turbulence properties were measured using a Rockland VMP500 (Victoria, Canada) microstructure loose-tethered free-fall profiler with dual shear sensors [Wolk et al., 2002]. This enabled estimation of the turbulent energy dissipation rate $\varepsilon \left( m^2 s^{-3} = W kg^{-1} \right)$ using standard techniques [Wolk et al., 2002]. This type of device has been used in such conditions previously [Stevens et al., 2009, 2011; Fer et al., 2012]. Profiles were recorded over a number of periods during the camp occupation. The primary profile data presented here were recorded roughly every 30 min for two 24 h periods located on spring and neap tides. The turbulence profiles often penetrated to 250 m, which was 90 m short of the bed and so do not represent benthic levels of turbulence. In total, 50 km of vertically profiled distance was recorded.

3.2. Turbulence Instrumentation Clusters (TIC)
TIC were deployed at a range of depths from the westernmost site in the field camp (Figure 2c). These sampling packages comprise a 5 MHz acoustic Doppler velocimeter and fast-response temperature and conductivity sensors as described in McPhee [2008].

4. Results
4.1. Sea Ice Conditions
At the time of sampling, McMurdo Sound sea ice cover was in retreat after a decade of record coverage due to the presence of large icebergs in the area during the early 2000s [Robinson and Williams, 2012]. Pack ice and open water were present off Cape Royds some 20 km north of the sampling locations. Much of the Sound south from this line, down to a little south of the EGT, was first year fast ice. The tip of the EGT was surrounded by 2.3 m thick first year fast ice. There was a residual multiyear ice bridge of ice at least 4 m thick running between the EGT and Big Razorback Island (BRI in Figure 1c).

4.2. Erebus Glacier Tongue
Stevens et al. [2011] assumed a glacier thickness at the wall of around 50 m, based on velocity and stratification structure, as well as the tip thickness identified earlier. However, from the hydrostatic consideration of the freeboard transects, it would appear that the walls of the submerged glacier slopes away gradually so that the center of the glacier, not far back from the tip, is roughly twice this thickness, reaching a depth of 125 m in the middle of the glacier. Furthermore, the repeated GPS transects over the last 1 km of the tongue show that the sidewall complexity is mirrored in the thickness (Figure 2b). An inverted channel forms a cleft so that the plan view lobe at the north-west tip of the glacier is also divided in the vertical. Another 1 km farther toward Ross Island, a large crack on the south side of the tongue was sufficiently open so as to be penetrated by skidoo traveling on the sea ice. This halved the structural width of the EGT and subsequently was the location for the February 2013 calving [Stevens et al., 2013].

In addition to surveying the underside of the first year ice, the ROV supplied qualitative but instructive imagery on the condition of the glacier sidewalls (Figure 4). The ice structure appeared uniformly dimpled on a length scale of 10–50 cm at all depths along the wall (Figure 4). Higher on the walls there also appeared to be vertically oriented channels. The imagery also indicated the presence in the water column of both free swimming organisms (most likely amphipods) and suspended ice crystals, both of the order of a few mm in size. Later in the experiment it became clear new ice crystals were forming on the surface of the glacier walls.

4.3. Background Structure and Flows
The background mooring BG (Figures 1c and 2a) to the SW of the EGT tip showed spring tidal speeds reached a maximum of 20 cm s$^{-1}$ and a standard deviation for the entire record of 8 cm s$^{-1}$ (Figure 5). However, rectification and/or background circulation (residual) flows dominated the signal so that at 50 m depth the flow oriented to the NW for the majority the study period had an average speed of 10 cm s$^{-1}$. The periods where tides dominate do not match exactly the spring tides as there are some springs where the flow does not reverse (e.g., days 280–290 in Figure 5a). In contrast, the data from the deeper current
meter (at 300 m, Figure 5b) contain a bidirectional current (residual of 4 cm s\(^{-1}\), compared to a standard deviation of 8 cm s\(^{-1}\)).

The temperature and salinity of the water increased with depth (Figures 5c and 5d). The degree of supercooling in the EGT wake was estimated by shifting the temperature from the 50 m sensor to a hypothetical depth of 25 m and subtracting the freezing temperature at that depth (Figure 5c). This shift from 50 to 25 m, whilst arbitrary, goes some way toward estimating the changes that likely occur downstream of the glacier tongue assuming some eddy recirculation in the vertical behind the obstacle. The fluid at this adjusted position is within 10 mK of local freezing most of the time and crosses the freezing threshold several times for periods of several days, most notably around DOY 260 when the temperature difference stays negative (i.e., supercooled) for 5 days.

The flow was sufficient to generate mooring “knock up” whereby hydrodynamic drag on the mooring caused the mooring to tilt and in doing so, raised the instruments. Consequently, the spring-neap cycle was reflected in the pressure data also. At the same time, near-surface accretion of platelets commenced DOY 260, generating sufficient buoyancy on the line for the mooring to begin to rise, ultimately lifting by a total of 10 m in nearly 2 months (Figure 5e).

4.4. Near-Field Velocity Structure

The full-merged ADCP data set (Figure 6) shows the rectification in the surface waters (i.e., mainly going to west), the relatively low motion at around 130 m, and the persistence of surface currents during the neap tides. Interestingly, the deeper currents (>150 m) do not appear upon the return to spring tides later in the experiment (DOY 306 onward). For spring tides (starting just prior to low tide; Figure 7), the majority of the measured water column was relatively quiescent except the upper ~80 m and the upper 50 m were highly layered. The only exception to this deep quiescence was a deeper flow during the rising phase that was characterized by pulses of accelerated flows beneath 200 m moving to the NE. This was followed by a northwestern period of flow around time 301.8. Upon commencement of the falling tide, the flow uniformly moves toward the NW, but with low flows in the depth range of the deeper half of the glacier’s draft (from 90 to 140 m). The largest velocity magnitudes were observed at around 60 m and also at 200 m. The speed deeper in the water column reduced through the falling phase of the tide. The behavior during neap tide was quite different (Figure 8). The only tidally coherent signal is at a depth of 50 m, just beneath the
“near-surface” band seen in Figure 7, which correlates well with the gradient of tidal elevation. Elsewhere the flow is weak.

The uppermost 30 m of near-ice velocity data from the 600 kHz RDCP were characterized by brief periods of high flow, up to 30 cm s\(^{-1}\) (Figure 9), and were very much concentrated on westward flow on the falling tide. This matches that seen in the lower frequency ADCP data. The higher vertical resolution and near-ice data from the 600 kHz RDCP indicates that the flow contained a boundary layer type structure (i.e., decaying smoothly to zero at the ice surface) with an e-folding depth around 10 m. Other than this the only systematic flow was westward flow very near the surface during the flood (rising) phase. Boundary layer roughness and characterization will be treated in detail elsewhere.

A spectral perspective (Figure 10) of the merged ADCP data with profiler artifacts removed shows that diurnal tides were apparent at most depths, although less so in the range 90–140 m. A weaker signal was also apparent at the inertial/semidiurnal band although it may potentially be a harmonic of the diurnal tide. The profiler-induced artifacts, most likely appearing at \(\sim\)50 cpd, did not manifest themselves in any obvious way suggesting their removal was successful.

Examples of spectra from specific depths (Figure 10b) indicate that the energy distribution has a slope of roughly \(f^{-1}\). There was no apparent change in energy structure beyond the nominal buoyancy frequency, \(N = \left[(g/\rho_0)\partial\rho/\partial z\right]^{1/2}\ (g\ is\ gravitational\ acceleration,\ \rho_0\ is\ a\ reference\ density,\ and\ \partial\rho/\partial z\ is\ the\ vertical\ density\ gradient)\), although the upper water column did seem to significantly reduce energy rapidly at 40 cpd. Curiously, the shallow band used as an example in Figure 10b has its crest shifted to a moderately higher frequency. This view of the data clearly illustrates that the tidal component is strongest at depth.

4.5. Spatial Structure
The examples of the spatial distribution of current vectors (Figure 11) show remarkable consistency at depth despite the locations being separated by a bathymetric ridge. The TIC velocity data show the flow close to the NW tip of the EGT. The snapshots show regimes whereby there is consistent flow over depth.
4.6. Stratification

Thermal stratification is typically near its weakest at this time of year [Mahoney et al., 2011] with a range of perhaps only a few 10s of mK (Figures 5 and 12). Salinity stratification is relatively large, however, extending...
over 0.2 PSU for the 2010 experiments. There were two clear steps in the example scalar data, at 40 m and a deeper step between 120 and 160 m (Figure 12). This deeper step corresponds to just below the base of the glacier tongue. It is not clear if there was a direct cryospheric effect associated with the shallower step although the ice close by starts to slope away at this depth. Temporal variation in density during the spring tide (Figure 13d) contained substantial vertical structure. This was especially true around the time of maximum ebb flow—right at the point where significant surface layer flow stops, the isopycnal drops by nearly 100 m in the space of around 30 min.

The density structure varies more slowly during neap tide but still with amplitudes exceeding 30 m (Figure 14) and shows a lighter near-surface layer is swept away on

Figure 8. Data from the merging of the 75 and 300 kHz ADCPs for a 24 h section during neap tides showing (a) modeled tidal elevation, (b) u (westward), and (c) v (northward) flows. The horizontal dashed lines are as described in Figure 6.

Figure 9. Four day section of (a) modeled tidal elevation data, plus velocity data from the 600 kHz Aanderaa RDCP showing (b) u (eastward) and (c) v (northward).
the rising tide. Deeper in the water column, the ebb tide brings a pair of rapid depressions in the density structure with isopycnals shifting by ~50 m. The density profiles also provide examples of instability as indicated by the $\sigma_T$ profile on the left in Figure 12. The influence of small temperature variations at these temperatures has negligible effect on density (i.e., $S$ tracks $\sigma_T$ very closely). Instability is seen near the surface (top 20 m) in both CTD and microstructure salinity (Figure 12) and deeper (50–150 m) in the water column in the CTD profile. These instabilities will drive turbulent mixing. Overturns can be quantified using the Thorpe scale $L_T$, a measure of the distance density samples need to be moved in order to provide a monotonic profile [Galbraith and Kelley, 1996]. The average overturn scale is 7.6 m for all profiles (Figure 15), but when the overturns are separated based on depth in the water column, the average overturn scale beneath the glacier is actually around 30% larger. There is a slight bias in the present analysis as the upper 10 m or the water column is excluded from the $L_T$ analysis. Furthermore, looking at the spring-neap phase in the tide (Figure 15b), the scale of the overturns during spring tides is more than double that seen during the neap tides. However, recalculating (distributions not shown) for the upper 130 m the average $L_T$ over the spring tides is only 15% greater than the neap equivalent.

### 4.7. Turbulence

The example microstructure profile (Figure 12) exhibits enhanced mixing at a depth commensurate with the base of the glacier (150 m). Furthermore, the potential temperature was everywhere less than the surface freezing point for the associated salinity. The dissipation rate also increased to its maximum near the underside of the sea ice. During the spring tide sampling, the highest dissipation rates were seen very near the surface early on and then deeper, at around 200 m, later during the rising tide (Figure 13). Structures of increased turbulence coincide with those of increased velocity as there are flows of 25 cm s$^{-1}$ concentrated on 60–80 m depth and then, deeper but variable flows, after DOY 301.3. The dissipation rate matches much of the detailed velocity structure (Figure 7).

The bulk of the higher dissipation rate estimates occurred deeper down during the rising phase of the tide, apparently forced by flow over the ridge running north-south off the tip of the EGT (Figure 2). The vertically
averaged dissipation rate (Figure 13a) tended to increase from a starting minimum at high tide and peaked just prior to the next high tide. However, when looking at differences through depth the near-surface dissipation rate was greatest on the falling tide (Figure 13) and the enhanced levels appear confined to perhaps only the upper 20 m. During the opposite, rising phase, energy dissipation rates at shallower depths were less structured but nevertheless still reached comparable values of the order of $10^{-6}$ m$^2$ s$^{-3}$.

The depth-averaged dissipation rate (Figure 14a) is more varied during neap tide when compared to spring tide (Figure 13a), with peaks on both rising and falling phases. However, the minimum dissipation rate is again seen at high tide. A bulk view of the turbulent energy dissipation rate is given by collating distributions of observed $\varepsilon$ (Figure 16). The overall averaged value of $\varepsilon$ is a little under $10^{-7}$ W kg$^{-1}$, encompassing individual estimates that range over four decades, although during spring tides a few occurrences of $10^{-5}$ W kg$^{-1}$ were seen. Bootstrapped 95% confidence intervals (based on 2000 subsampled data sets using 1000 randomly chosen samples) on the spring, neap, and combined distributions are $2.3 \times 10^{-8}$ m$^2$ s$^{-3}$ or less.

5. Discussion

5.1. Characterization of the Glacier-Induced Flow Disturbance

An overarching feature of the flow is that a combination of background flow and tidal rectification dominates the flow. Despite this, there is a reasonable tidal influence as seen in the spectral content (Figure 10) and an expectation from measurements elsewhere that tides should dominate [e.g., Stevens et al., 2009, 2011; Robinson et al., 2010]. This suggests that there may be some tidal rectification associated with the islands to the north. Also, it confounded the a priori experimental design that expected that the field camp would be upstream of the glacier for a portion of the study period. A second point is how much of the observed flow and turbulence was focused below the...
glacier, rather than in its wake region, suggesting that the mixing is at least partly bathymetrically driven. This makes sense when one considers what is known about the bathymetry in the area indicates that a shoal is present right at the tip of the present glacier. The localized influence of bathymetry also suggests that, when considering such systems elsewhere, the variations in depth, which are likely poorly mapped, might be equally important as surface layer obstructions.

In the present data, there are strong changes in flow direction at depths correlating very well with the interfaces seen in Figure 12. There was a persistent westward flow component throughout the depth range of the glacier. The surface layering is curious and was initially thought to be a sampling artifact. A little deeper, at the depth of the base of the glacier, the scalar data (Figure 12) indicate associated overturning structure in density as well as the slightly deeper pycnocline at 170 dbar). These overturns and pycnocline depths can vary in position and strength significantly (e.g., Figure 13d).

The observations reported in Jacobs et al. [1981] that initially motivated this work described layering in the stratification and suggested diffusive-convective drivers. However, these layers were not seen in the present sampling. Certainly, the water column is more favorable for diffusive convection during ice-free conditions as seen by Jacobs et al. [1981] as this enables greater thermal stratification to develop. However, improved bathymetry since the 1981 study has revealed the shallower region near the tip (minimum depth 190 m) and the clear signature of enhanced turbulence at around this depth. The key profile described in Jacobs et al. [1981] was recorded early on 15 February 1979—several days before neap tides so that flows would have been relatively fast. It is at least possible that the layering seen in this profile was generated by shear-driven instability [Barenblatt et al., 1993; Pelegri and Sangrà, 1998].

It is challenging to separate the effects of the glacier and the bathymetric variation on the mixing. However, it is possible to look at the changes to a Froude number associated with the two features. The Froude number is given by $Fr = u/(Nh)$ where $u$ and $h$ are nominal flow speed and water depth. With a top-bottom density difference of around 0.05 kg m$^{-3}$ in the 350 m deep water column (Figure 12), suggests $N \approx 0.002$.

---

**Figure 12.** Example of typical profiler results where (a) the gray-shaded area shows the GPS freeboard-derived north-south slice through the glacier (Figure 2—n.b. the survey stopped just short of the southern extent of the glacier and so the truncation is artificial). The profiles of salinity, $\sigma$, and potential temperature on the left are SBE19+ CTD data recorded at site P (DOY 328.1)—the shear profiler station—going to within 5 m of the bed. The horizontal dashed line is the depth of the ridge near the tip of the EGT (Figure 2) while the lower solid line is the depth of the bed at the profiler location. A single microstructure profile (DOY 330.85) included (b) scalar data salinity, potential temperature, as well as velocity shear (Shr), and (c) also energy dissipation rate (the microstructure did not penetrate to the seafloor). The freezing point at the surface pressure ($\theta_f$) is shown as a dotted line in Figure 12b.
Then, for flow speeds of around 0.2 m s\(^{-1}\) (at the upper end of the observations from the background mooring) this indicates a subcritical Fr \(\approx 0.2\). However, taking the glacier depth to be 130 m and the shoaling region to be 160 m (i.e., rising to 190 m depth, Figure 12) then these represent 37% and 46% changes in water column depth. Adding one of these obstacles (assuming \(N\) remains unchanged) does not raise Fr > 1. However, adding in both results in Fr > 1 and so lee waves and transition to supercritical flow will result [Dewey et al., 2005].

Aspects of the present results are quite different from those found in the pilot study in 2009. The current direction from 2009 was more to the NE and the flows were substantially faster. Furthermore, the deeper penetration of the 75 kHz ADCP data (Figures 7 and 8) provides a greatly improved picture compared to that seen in 2009 where the 300 kHz unit only penetrated to depths around 100 m. One of the instruments used in the primary 2010 experiment was exactly that used in the 2009 pilot experiment (the 300 kHz ADCP). Furthermore, the conclusions for the 2010 data range over a number of instruments and locations. The key sampling differences are (i) much shorter period of sampling in 2009 and (ii) a different year with likely different regional drivers.

Despite the differences, there were also similarities between the present work and the pilot study. Again it appears that there was a blocked layer. This layer in the 2010 data is partially removed in the period just after the tidal acceleration (> 300.6) although it does return at a later time (Figure 6). Additionally, high frequency (20–60 min) oscillations were seen in both field campaigns (Figure 10 shows 2010 data). In the 2010 data, they were most clearly seen beneath the depth of the glacier and during the period of fast eastward flow (300.25–300.6). This is comparable with internal wave observations from close by observed by Albrecht et al. [2006] although this study focused on the lower driving frequencies rather than associated high-frequency waves that often accompany internal tides. The variations are at a frequency higher than the local bulk buoyancy frequency (equivalent to around 16 cpd) suggesting that the variations cannot propagate away as free waves and the energy will presumably be contained close by the glacier at least at this time of year. Further to this, as explored by Albrecht et al. [2006] and others, the latitude is such that the \(M_2\) tide is comparable to the inertial frequency \(f_1\).
5.2. Regional Circulation

These data confound the accepted picture of McMurdo Sound regional circulation whereby there is a view that the eastern side of McMurdo Sound is generally southward flowing [Barry and Dayton, 1988; Mahoney et al., 2011; Robinson and Williams, 2012]. Possibly there is some flow separation around Tent Island and we are seeing a return flow. However, the BG mooring should have been outside this envelope, in that it was west of a line between Tent Island and Cape Armitage, but the data collected at this site reveal essentially the same picture as the EFC velocities. The broad scale of the current structure is supported by the observation that the deep BG currents compare well with the deeper 75 kHz data (Figure 3) despite being separated by the ridge at the end of the EGT (Figure 2a).

That said, the appearance of ice shelf water in the region is well documented [Mahoney et al., 2011] so it must be viewed that northward flows are occasionally possible and their appearance might reflect very large-scale processes driving the mass balance of the Ross Ice Shelf cavity rather than simply a local phenomenon. Leonard et al. [2006] document some northward flow although their results are from a period where icebergs to the north influenced regional circulation [Robinson and Williams, 2012; Dinniman et al., 2007]. Furthermore, Holdsworth [1982] suggests the curvature in the EGT may be the result of northward flow.

Because the Dellbridge Islands to the north act as a strong hydrodynamic barrier, there is little that can be speculated with regard to flow and mixing inshore of the sampled region. Naively, it might be assumed to be quiescent but, as the EGT tip data show, buoyancy can drive substantial flows (i.e., near-surface flow and \( \epsilon \) remain significant during neap). This suggests a possible mechanism for enhancing exchange with the innermost parts of the EGT-Erebus Bay and Dellbridge Islands regions.

5.3. Are Local Mixing Rates Elevated and Is There a Spring-Neap Signature?

Local dissipation rates exceed “normal background levels” [Stevens et al., 2009]. They do not reach the spring tide level seen in the 2009 pilot study [Stevens et al., 2011], but then neither did the flow speed. The mixing beneath the glacier certainly conforms to expectations with elevated mixing correlating with tidal phase. However, the consistently higher near-surface dissipation rate during the neap tide opposes the picture that all the energetics took place during the stronger barotropic forcing period. This will challenge
numerical models to adequately resolve baroclinic processes as well as parameterize buoyancy-induced mixing.

The neap tide turbulence data are interesting in that the strong mixing at large depths was largely absent, although there was some apparent modulation (Figure 14). However, the velocity structure in the 50–100 m band is very clear. What is curious is the strong dissipation rate observed on occasion within 20 m of the surface. Why this should be so on this phase of the tide is not obvious. It could be that the slower flow allows ice crystal growth to develop and remain attached and at the same time inject destabilizing saline fluid at the under-ice interface.

Considering the dissipation rate distributions (Figure 16), the spring distribution is biased to higher values with its average being around 3 times that of the neap value. However, if these averages are recalculated, but only taking dissipation rate values in the top 100 m of the water column (i.e., more directly influenced by the glacier tongue), there is no spring-neap bias and all averages are \(10^{2.7} \text{W kg}^{-1}\). These quantities are a factor of 2–3 higher than those seen by Fer et al. [2012] adjacent the Brunt Ice Shelf. It is perhaps surprising that the difference is not greater as the flow speeds at the EGT were substantially higher than the Brunt (by as much as a factor of 3, overall).

The study makes for an interesting comparison with the midlatitude flow past a sharp head land situation described by Edwards et al. [2004]. These authors did not see strong rectification in their \(\pm 0.2 \text{ m s}^{-1}\) flows. Instead, they identified and separated barotropic and baroclinic form drag components and estimated dissipation rates (derived from their buoyancy flux data) to be as much as an order of magnitude higher than that seen here. This difference possibly relates to the greater stratification in their study.

By making a number of assumptions it is possible to estimate the energy removed from the regional circulation by the floating component of the glacier. First, the background dissipation rate in the absence of glaciers is assumed to be \(10^{-9} \text{ W kg}^{-1}\) [Stevens et al., 2009]. The glacier-effected dissipation rate is assumed to be an order of magnitude greater, i.e., \(10^{-7} \text{ W kg}^{-1}\). Second, the volume over which these elevated dissipation rates occur scales with the tidal excursion so that \(V = LH (\pi T / 2)\) where \(L\) is glacier length (\(~12\) km), \(H\) is water column depth (\(~340\) m), \(T\) is diurnal period (24 \times 3600 s), and \(T\) is a representative velocity scale (here picked to be 0.2 m s\(^{-1}\)). The volume of influence then is \(3.5 \times 10^{10} \text{ m}^3\) suggesting that the rate of energy dissipation due to the glacier is 3.5 MW. Furthermore, there will be a factor of three variations in this energy sink over the spring-neap cycle. Stevens et al. [2009] observed integrated dissipation rates of the order of 10 mW m\(^{-2}\) around Cape Armitage. Applying this dissipation rate to the area of the EGT (12 km \times 1.5 km) this evaluates to a factor of 20 less than the energy sink due to the EGT described above. As the flow at Cape Armitage is probably the fastest in the region, this suggests that the glacier tongue is a significant (rather than dominant) component of the energy budget of Southern McMurdo Sound.
Further to the energy budget considerations, the increased dissipation rate will drive a comparable increase in vertical diffusion. For example, if a scalar interface might encounter, or be created by, the floating glacier it will subsequently thicken due to the enhanced mixing. The increased dissipation rate results in enhanced vertical diffusion so that the relative thickening of an interface that encounters the glacier mixing increases as the square root of the ratio of near-glacier and background turbulent diffusivities. This will serve to reduce the longevity of supercooled layers as they will be more rapidly mixed with the ambient.

5.4. What Are the Implications for Melting Rate Estimates?

While the focus here is on the glacier-induced influences on the ocean, “basal” melting rates will of course be of interest in terms of regional glaciology. Holdsworth [1974] speculated that basal melting of the EGT might exceed 1 m a⁻¹. Horgan et al. [2011] estimated the front of the Ross Ice Shelf was melting at around 3 m a⁻¹. Jenkins et al. [2010] described basal melting (i.e., basal ablation rate \( a_\beta \)) as a function of water, ice and freezing point temperatures (\( T_w, T_i, \) and \( T_f \)) as well as boundary layer turbulence parameterized in terms of flow speed (\( u, \Gamma (T_S) \)), water and ice density (\( \rho_w, \rho_i \)), latent heat of fusion (\( L \)) and specific heat (\( c_w, c_i \)) such that:

\[
\rho_w a_\beta L = \rho_i c_i a_\beta (T_f - T_f) - \rho_w c_w \Gamma (T_S) (T_f - T_w).
\]

When seeking \( a_\beta \), the biggest other unknown, the glacier internal temperature, turns out to be relatively unimportant within its likely range (−10 to −20°C). Instead, melting estimates are more strongly influenced by the ocean temperature and the turbulent exchange of heat and salt.

Selecting an ocean temperature of −1.91°C, flow speed of 0.15 m s⁻¹, and a depth of 50 m, the Jenkins et al. [2010] approach reveals a melting rate of 1 m a⁻¹. Such bulk estimates encapsulate a range of scales and processes. For example, the ROV imagery shows −1 m scale variability (Figure 4b) so that this melting process is nonlinear through the effect on \( u_* \). Consequently, changes in flow speed and/or ocean conditions may not be similarly reflected in changes to melt rate. Similar patterns to that seen on the glacier wall, although much more regular, have been observed on the underside of drifting icebergs in both the Antarctic [Hobson et al., 2011] and the Arctic [Forrest et al., 2012].

Challenges to long-term estimates of the glacier tongue melting relate to adequate spatial estimation—i.e., the sidewalls take up a large proportion of the surface area. Also there are periods of accretion where marine ice grows on the glacier, although Holdsworth [1982] indicates that melting is the dominant process. The annual cycles captured by Leonard et al. [2006] and Mahoney et al. [2011] in two different years suggest that growth might take place for as long as 5 months with the timing of the present observations being just before the initiation of summer warming [Mahoney et al., 2011]. Furthermore, as noted above, \( u_* \) is likely nonlinear due to the flow interaction with the roughness caused by such accretion as well as the evolution of the structures seen in Figure 4.

The apparent blocking/separation plus the unidirectional flow seen here might have some relationship to Holdsworth’s [1982] suggestion that there is greater melting on southern side of EGT, although one might expect constant flow from the south to bring colder or even supercooled water more consistently to the glacier.
5.5. Generalization

Many of the phenomena seen at the EGT must be expected to occur around the Victoria Land coastal glacier tongues. In the circulation paradigm with southward flow on the eastern side of the Sound, rotation should provide a constraining (toward shore) flow, as it would in any northward flowing coastal current off the Victoria Land coast. As noted above, the N-NW-ward flows observed here do not fit the paradigm, so the observations may not be typical. In addition, the Victoria Land glacier tongues are substantially larger than the EGT, with the largest, the Drygalski Ice Tongue, being up to a factor of ~8–10 larger. Hence, tidal excursions become smaller compared to the scale of the glacier itself, which has implications for both tidal drivers of wake mixing as well as local production of supercooled water.

5.6. Summary

Key features from the results include (i) either tidal rectification or a strong regional circulation mean that the tidal flow does not reverse direction. (ii) The combination of the presence of the glacier and bathymetric effects enhances energy dissipation partly in concert with the spring-neap cycle. (iii) However, it appears buoyancy-induced surface flows as upper water column mixing is at least as strong during neap tides as spring. The results suggest further exploration of the role played by buoyancy in driving regional circulation is important if the effect on the ocean of such floating topographic features on sea ice and shelf evolution is to be understood.
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