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ABSTRACT

Reduced precision redundancy (RPR), a&wa method for improving fault tolerance in
FPGAs, appears promising in replacing tripledular redundancy (TMR) to prevent the
single event effects due to radiation in arithmetic processes. As a test of this approach,
the RPR technique was used to implement @ixRé fast Fourier trasform (FFT). This
design was implemented in alik Virtex 2 FPGA in order tdind the possible gain in
speed and power as compared to the TMR method.

This thesis deals with a 64-point Radix-4 in-place FFT, based on an improved
FFT algorithm. The whole FFT structumas implemented based on self-designed
modules and by manipulating the embeddedeXill FPGA’s modules. The point was
to create a fast and small FFT module thauld be altered cgording to specific
application requirements. The implemdiaia of the FFT was successful, managing to

handle data in real time at a speed of 134MHz.

Based on this FFT design, the next challenge was the implementation of TMR and
RPR modules. The first attempt was the THRIcture, implemented by creating three
identical replicas of the FFT and installiagvoter per FFT stage. This implementation
was unsuccessful due to space limitations. The next step was the alteration of the
existing FFT and the creation of a smalg&mx 8 bit butterfly module for the RPR
structure. After the successful completadrthis step, implemeéation of a RPR module
with an 8/32 degree was commenced. Amibigsi and inefficientradiation protection
were identified in this implementationFinally, adopting a nevRPR approach and a
higher degree of 14/32, a smooth and corred® R®dule was created that could work in
real time, and handle data at a speell6¥MHz. Both TMR and RPR with a degree of
14/32 methods were compared, confirming BPR’s advantage in power consumption

and in occupied FPGA's resources.
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EXECUTIVE SUMMARY

Field Programmable Gate Arrays (FPGAgre integrated circuits containing
programmable logic componentadainterconnectors that asble to be used for the
creation of complex logic functions. Theyearharacterized by the unique ability to be
updated or changed depending orrent requirements. One of the main applications for
FPGAs is in the space industry where arraysst be updated or reconfigured without
being physically accessed. Difficulties aris¢hia use of such devices in the harsh space
environment where guard methods against siegent effects (SEE) from radiation are

required.

A simple solution to this problem isdhuse of the Triple Modular Redundancy
(TMR) method. This is a process that pais the whole FPGAonfiguration against
SEE, with the compromise of demandingignificant amount of resources. Snodgrass
recognized the problem and introduced, his PhD dissertation in 2006 [1], a new
method of fault tolerance. This rhed, referred to as the Reduced Precision
Redundancy (RPR) method, is an alternatwasy of implementing and protecting the
required design. It can besed only for arithmetic pcesses and requires fewer
resources than TMR. The use of RPR rezpia compromise between capacity demand
and output’s precision, depending on the “@efirthe measure of reduction of precision
—of RPR.

The objective of this thesis was the cra@atof a fast Fourier transform (FFT)
structure that could be implemented ilFRGA of the Virtex Il family, adopting both
methods of redundancy, TMR and RPR, in otdeinvestigate the performance of RPR.
First, a simple 64-point Radix-4 in-place FWhs implemented thaould handle fixed-
point two’s complement numbers. This struetwas tested with accurate results. Next,

a TMR structure was designed by replicatitngee identical FFT structures and by
importing a voter into the end of each stage. The design was successful, but the
implementation failed to fit within due to size constraints of the Virtex Il FPGA,
revealing the significant demand for resouroéshe TMR method.The next step was

the design of a RPR structure with a degree of 8/32 — 8 bits reduced precision and 32 bits
Xiii



precise result. The design was successfutiplemented, but # protection against
radiation failed due to ambiguities and errors that were not considered at that time.
Taking into consideration the problems frdahe previous unsuccessful design, a new
RPR structure with a degree of 14/3fas designed and implemented. This
implementation worked correctly andopected the FFT structure efficiently.

Based on the research conducted in this thesis, an alternative RPR method is
suggested, where there is no actual Hfeedenerating upper and lower bounds. Instead,
the truncation and duplication dfie precise number, in edination with theoretical
boundary calculations, is sufficient. Thigeahtion assists in simplifying the logic and
decreasing the size of the voter.

Finally, both TMR and RPR methods were implemented successfully in a slightly
larger Virtex Il demonstrating the advantagf RPR over TMR in resource requirements

and power consumption.

Xiv
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l. INTRODUCTION

Modern satellites are capable of handlicontrols, communications, observation
systems, and on-board payload data procedsisks. The inaccessibility of a satellite
after launch and the need for periodic updafethe satellite’s data handling procedures
create a strong argument for using fieldgmammable gate array (FPGA) instead of
application-specific integratedrcuit (ASIC) technologiesThe fact that a FPGA can be
reconfigured any time it needs to be is a major advantage and the main reason that they

are preferred in a spacraft circuit design

Spacecraft computer systems must be &bleperate reliably, despite the harsh
radiation environment. Higbnergy protons from the Vahllen radiation belt, cosmic
rays from outer space, and highly charged ifsomn solar flares are just a few of the
threats that need to be tak@to consideration [2] in spacexdt circuit design. In order
to prevent radiation effectdardening of the device ia significant prioty. But,
continuously decreasing transistor sizes and the simultaneous increase in operating

frequencies are obstaclesaor hardening efforts.

Radiation can cause unwanted effects, saghhe flipping of a memory cell’s
state in semiconductor devices, better knowaddserrors or single event upsets (SEU).
FPGAs are susceptible to errors in botltadand architectureoafiguration caused by
SEU. In order to prevent this faulty Heevior, triple modular redundancy (TMR) is
commonly used to ensure reliabbperation. However, TMR igery costly in terms of
chip area and power consumption. Curresdearch is focused on introducing new
methods of fault tolerance for space-borne reprogramnabtguters. At the Naval
Postgraduate School (NPS) in 2006, a newhoeef fault tolerance was introduced [1],
referred to as reduced precision redundan@3RR RPR applies redundancy only to the
most significant numerical bits of a circi@hd in this way significantly decreases the
needed chip area and power constiompover that required for TMR.



In this thesis, a Radix-4 64-point FES implemented in a Virtex 11 XC2V6000
FPGA chip using a Xilinx interface in order torther examine the effectiveness of the
RPR method. The reason for the choice of ¢hip was its existence in the space-flight

prototype processor, CFTP-2 [3].

A. OBJECTIVE

Reduced precision redundancy (RPR), & meethod of fault teerance in digital
arithmetic processors, appears promisingaatechnique for replacing triple modular
redundancy (TMR) against singteent effects due to radiati. In order to demonstrate
this promise, the RPR technique is usedniplement a Radix-4 fast Fourier transform
(FFT). This design is implemented withffdrent degrees of RPR in a Xilinx Virtex Il
FPGA in order to find possible improvents in chip area, speed, and power

consumption compared with the TMR method.

B. FFT DESIGN OVERVIEW

The basic design goal is toplement a FFT design based on the RPR concept in
a Virtex2 XC2v6000. This efforts focus®n the creation of one FFT RadixN4= 64
point that can handle one 32-bit input signal in every clock period (in real time) and at the
maximum possible frequency, combined witto RPR modules of the same philosophy
with a degree of 8/32 = 0.25.

C. BACKGROUND
1. Space Environment and FPGA

The space environemt is harsh and haserious impact on any spacecraft that
orbits, even for a short period of time. efimal imbalances, erosion or surface damage
are just a few of the threats. In this thesis, efforts to prevent or decrease the impact of a

different threat, spaaadiation, are examined.

The space radiation environment is encewed by the majoritpf space missions
and is the result of galactic cosmic rays (GCRs) of particles emitted by solar events and
of particles trapped in the Earth’s radiatioglts [2]. GCRs ar@ighly energetic, heavy



protons and ions, reaching energies ioess of 10 GeV/nucleon. The GCR environment

in interplanetary space changes with the plaisthe solar cycle. Particles emitted by
solar events are an important contributiomadiation and are correlated with the eleven-
year solar cycle. This is due to the faditttarge solar events are more frequent during
solar maxima than during solar minima. Particles trapped in the Earth’s radiation belts,
sometimes called the Van Afebelts, are most significarietween the altitudes of
approximately 1,000 km to 32,000 km. Theseiplag consist of ectrons, protons and
heavy ions that are trapped in the Earthagnetic field. Spacecraft shielding is capable

of protecting against only sonoé these particles [2].

This radiation and the inefficiency otir shielding can cause unwanted effects on
space-borne circuits, better known as sirglent effects (SEE). SEE can take many
forms and some of them can be more desire than others. In this thesis, the non-
destructive SEE, single event upset, known as a soft error is considered. A soft error is
the transient corruption of angjle bit of data. Unfortundie FPGAs are susceptible to
soft errors, in both data and the architeetaonfiguration, both oivhich are stored in

memory.

2. Fault Tolerance Methods—Redundancy

One way 6 maximize a system’s fauliolerance is to s triple modular
redundancy (TMR). The basic design of TMénsists of three identical copies of the
operation that is required to be “secure.”eThree identical system results are processed
by a voting system to produce a single outgfiany one of the three systems fails, the
other two systems can correct and mask the fault. The disadvantage of using TMR is the
high chip area occupation and the incrédapewer consumption [4]. Snodgrass [1]
suggested the concept of a new faultreohee method, the reduced precision redundancy
(RPR) method that allows a sacrifice in level of precision in an arithmetic calculation, in
return for decreased power and capacity demand. Instead of immfilegraree identical
copies of a circuit and voting the result, one fully functiagpy of the circuit and two
reduced precision copies, that will defittee upper and lower limit of the function’s

output, are created. The voteethcompares the three values and checks to determine if

3



the function’s result is within the limits ofdélreduced precision values or if an error has
occurred. In either case a result cargbeerated. Depending on where the exact point

of the error is, the result will be a precise or less-precise output calculation.

D. ORGANIZATION OF THIS THESIS

Chapter I, Previous Work, describel theds and varios previous work on

which this thesis is based.

Chapter 1ll, Theoretical Approach, deses the theoretical background and the
algorithm choices that risg for the design of a FFT.

Chapter IV, Design ImplementationDetails and Description of the
Implementation Effort, provides a descriptiof the modules and data management
strategies used to develop the FFT desigd explains the impmentation efforts for
TMR and RPR modules.

Chapter V, Results, contains an analysisthe occupied resources and power
consumption for both TMR and RPR modules.

Chapter VI, Conclusion and Recommendasi, contains a summary of the total

effort and recommendations for future work.



.  PREVIOUS WORK

A. PREVIOUS THESIS

This thesis is based on the dissertation of Joshua D. Snodgrass [1] and on two
theses, from Nikolaos Gkikas [5] and Margaret A. Sullivan [4], respectively. These
works reveal valuable information and results that are combined in the design efforts

examined in this thesis.

1. Gkikas Thesis

Gkikas describes the sign of a Radix-4 FFT fowireless communications
(wireless local area networks (LANS)) [5]. Wempares different algorithm structures,
the complexity, memory needs, data flowmdacontroller complexity of each of them,
searching for the most suitable aligfom for his intended application.

First, he analyzes the difference between the decimation Fourier transform (DFT)
and FFT, Radix-2, Radix-4 and Split-Radix aifoms. Based on theoretical approaches,
he reports that the FFT provela faster solution than ti#T. Comparing Radix-2 to
Radix-4, he concludes that Radix-4 requires fewer multiplications, so it is the preferred
solution. Investigating the SplRadix algorithm, he calculates that it requires even fewer
multiplications than the Radix-4, but it has the disadvantage of greater complexity.
Continuing his investigation, he states some useful irdbon about the decimation-in-
time-frequency algorithm (DITF), the fasiarley transform and the quick Fourier

transform. His final conclusion for his apgation is the adoption of the Radix-4 FFT.

Secondly, he analyzes the structure Blaaix-4, 64-point, in-place decimation in-
frequency (DIF) FFT, identifying its major modale He explains the basic principles of
each module and writes a brief note abdoe interconnections and the possible
controlling algorithms that he uses in his«Cimplementation. His design contains four
major components. The first component isomputer factor component that generates
the needed factors. The second component is comprised of two 64-sample ROMs that
store the computed phase factors and thddie factors. The third component is a



multiply accumulator that consists of obetterfly (BF) machine, one adder and two
registers, to compute the real or imageryt ph the stage’s output. Finally, the fourth

component is a controller that synchronizes all of the components.

In the third part of his thesis, Gkikas examines the structure of the butterfly
machine, and based on the theory of thprowed Radix-4 algorithngerived from the
Cooley and Tukey algorithm [6], leiggests the use of the factor terms. This structure is
helpful because a minor modification to the ¢ai equations, whiléeaving the rest of
the design intact, provides an inverse FFAF{) algorithm module.Moreover, the use
of factors improves data raalslity and decreases the number of required computations.
He also studies the phase tastand the correct use of thewncerning this structure.

Finally, he examines three different stiwres of FFT, based on the number of
butterfly machines that each tiem includes. He firstonsiders a 48-butterfly FFT,
where each of the three stadies 16 butterflies and that each butterfly is used only once
in every 64-point block of dataAfter that he examinesdhuse of a 16-butterfly FFT,
where all three stages use the same 16 bligterso that each butterfly is used three
times, once per stage. Then, he expldres use of a 4-buttdyf FFT, where each
butterfly is used 12 times, four times per stage, for three stages.

2. Sullivan Thesis

Based on Bodgrass’ dissertation [1], Sultiw illustrates the@pplication of RPR
as a new method of fault todce in FPGAs against siegkevent effects [4]. She
examines the use of different degreefRBR depending on the arithmetic operation and
compares the impact of implementation of those degrees to area consumption.
Specifically, she categorizes the problems Hratsuitable for RPR implementation into
two major divisions. These categoridespend on the required computation, and are
addition/subtraction or multiplication/divisiorLater she investigates the possibilities of
implementing RPR in a FFT algorithm.

For each category, she describes the em#tical relationships, and depending
on the two operands, she defines each case. She determines the lower and upper bounds,
and at the same time, points to specialesathat demand uniqimandling in order to
6



avoid possible errors or overflows. In engar manner, she designs a RPR voter for each
task, acknowledging the differences between addition voter and multiplication voter, and
provides useful tips about the necessamnais, functions behavior and checking

comparators of the module.

In the final portion of her research oretharithmetic operations, she comes to the
conclusion that the use of RPR instead of TMR in the addition/subtraction operation does
not guarantee less area occupancy in every. cadter checking the results of FPGA’s
area comparison, she confirms that “... inl@rfor RPR to be anore desirable fault-
tolerance approach than TMR for a simplgeration like additioror subtraction, the
degree of RPR must be significantly lesartt0.5 - and that for bio the adder and the
voter in a RPR addition process to be smaller than the analogous TMR modules the
degree of RPR must be less than 0.25 [4].”

Moreover, she concludes that for the multiplication operation “... a RPR
multiplication module requires 1/3 to 1iBe FPGA slices of a TMR multiplication
module depending on the degree of RPR [4].”wideer, she notes that the size of the
multiplication RPR voter is extremely large ehcompared to the TMR voter module, a
drawback that shouldot be underestimated. Anotheucial question that she tries to
answer is the dilemma of whether to test intermediate results or just the final result for
error. She points out, “Any benefit of tegjiintermediate results in RPR processes must

be considered against the additional space it requires [4].”

Later, she explains the basics ofFRT algorithm and reveals thoughts about
different ways of implementing a RPR votera FFT. According to those thoughts,
“...we may include one or more voters on the final or intermediate results [4].”
Therefore, there are many choices; for example can implement a voter after each
multiplication, or after each complex product maybe at the end of each stage. She
predicts that using an 8/32gtee of RPR in a FFT buttgrfoperation instead of a TMR
will save 66 percent of occupied FPGA slicdsinally, she concludes that using a RPR
voter for a few major points within the sgst will keep the area cost of the FPGA low

compared to the cost of TMR.



B. PREVIOUS PAPERS

Various papers, applicationpats and notes were also considered in this thesis.
The following notes are not an abstract frimase reports. Onlghe ideas and thoughts

that were considered useful for the design are discussed.

1. Application Reports and Notes

In [7], Wu describes the implementati of a Radix-4 DIF FFT using the Texas
instrument TMS320C80 digital signal preser (DSP). Although the report is dated, it
reveals basic FFT implementation principles a parallel processor and points out
possible errors and/or hazards due to data overflow. In [8], Delphin of ST Industries
describes the implementation of the Radli FFT Algorithm using the ST120 DSP.
There she explain