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Decision Support for Cybersecurity Risk Assessment  
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Abstract 
The U.S. DoD transition to a multi-tier, risk management framework aims to streamline 
information assurance assessments by promoting alignment with NIST information assurance 
control sets. While these control sets are broadly applicable and comprehensive, those 
responsible for accreditation will continue to struggle with assessing security risk in 
dynamically reconfigurable systems. Security analysts rely largely on background knowledge 
and experience to make security-related decisions. With increasingly dynamic software, 
analysts need to resolve dependencies among components and understand how those 
dependencies affect security requirements. Analysts need new decision-support tools based 
on models that predict how analysts reason about security in distributed systems. We present 
an approach that formalizes security expert assessments of security requirements nested in 
scenarios into threat mitigation rules. The assessments are collected empirically using 
factorial vignettes. The vignette results are statistically analyzed to yield membership 
functions for a type-2 fuzzy logic system. The corresponding type-2 fuzzy sets encode the 
interpersonal and intrapersonal uncertainties among security analysts in their decision-
making. This work establishes an early foundation for a digital cyber-security decision-
support service where an IT professional with any level of security background can benefit 
from efficiently receiving security assessments and recommendations. 

Introduction 
The U.S. DoD acquisition process goes through well defined and documented 

security guidelines. Security guidelines and checklists are widely available and well-
documented, but organizations and government agencies like the DoD are still relying on 
human security analysts to evaluate the security of their systems and reason over these 
guidelines. The DoD transition to a multi-tier, risk management framework aims to 
streamline information assurance assessments by promoting alignment with National 
Institute Standards and Technology’s (NIST) information assurance control sets 
(Marzigliano, 2014; Swenson, 2009). The DoD considers NIST security controls to be the 
minimum and requires an additional set of controls that vendors need to meet before they 
can work on classified networks (Swenson, 2009). NIST controls such as the 800-53 
(“NIST/ITL Special Publication (800),” 2015) would need to go through a process of 
implementation to create system design and development requirements. Each control 
represents a class of technology aimed at mitigating a security threat.  
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Review of the controls is done by human security analysts who are supposed to 
have sufficient expertise to reason over potentially millions of scenarios that account for 
various permutations of controls. Under NIST SP 800-53, the analyst decides if a specific 
system is high, medium, or low impact and then the analyst satisfies the impact rating by 
selecting security controls (e.g., audit events, lock sessions, etc.).  

Human security assessment can be impacted by context, where security 
requirements apply; priorities that some requirements have over other requirements; 
uncertainty due to human’s experts’ memory constraints; and the stove-piped knowledge 
among security experts who come from a variety of backgrounds, such as systems, 
networks, databases, and web applications. We try to use an approach that helps address 
these challenges. Figure 1 summarizes the steps of our overall approach. In each step, we 
use methods and techniques that would help understand and address the challenges 
mentioned above. We have completed two phases of this project, where in each phase we 
sun a series of studies. In the first phase, we ran all the steps shown in Figure 1. In the 
second phase, we completed steps 1 through 4 and we are still conducting more studies to 
refine our results. In the upcoming sections, we will explain the studies conducted, research 
methodology, and technical challenges of each phase. 

 

 The Overall Process to Build Security Assessment Digital Solutions 

Phase 1: Secure Web Transaction Scenarios  

Step 1: Creating Security Scenarios  

The main theme in this phase is secure web browsing. We conducted a user study 
using scenarios where participants are asked to rate the security of performing an online 
transaction (e.g., reading email or credit card purchasing) (Hibshi, Breaux, & Broomell, 
2015). Participants were presented with a variety of settings (security requirements) that 
were manipulated throughout the study to measure which different requirements 
compositions contribute to the overall security of the scenario and to understand the 
priorities that exist among requirements. Figure 2 shows the template used to generate 
security scenarios or vignettes. 

 

 Vignettes Template Used in Phase 1  
(Hibshi et al., 2015) 
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The template shows variables (starting with $) that are each replaced by a security 
requirement. We call values that replace the variable levels of the requirements variable. We 
generate different vignettes by using different combinations of requirements levels. In Table 
1, we show the variables used in phase 1 vignettes and their levels.  

Table 1. Variables Used in Phase 1 and Their Levels 

 

This technique of using scenarios with discrete factors that get manipulated to study 
human judgment is called factorial vignettes (Rossi & Nock, 1982; Wallander, 2009). We 
chose this empirical method because it was shown to be more reliable to evaluate and 
collect human judgment as compared to direct questioning (Rossi & Nock, 1982; Wallander, 
2009). Our purpose is to measure the effect of security requirements’ composition on the 
analysts’ risk perception and therefore their overall ratings; to identify priorities among 
requirements, and to understand the effect of ambiguity on analysts’ security decisions 
(Hibshi et al., 2015). 

Step 2: Designing the Experiments  

We use a mixed-effect design (a combination of within-subject and between-subject 
factors) for the user study. We ran two separate experiments. First, we invited participants to 
evaluate scenarios for Man-in-the-Middle threat, then we re-invited them after two weeks for 
the second experiment where the participants evaluate the packet-sniffing threat. In each 
experiment, each participant is assigned a condition where they see four scenarios. They 
see all the four different values for the $NetworkType variable (within-subject effect), but 
they only see one value for all the other variables (between-subject effect; see Figure 2 and 
Table 1; Hibshi et al., 2015).  

For each scenario, the participant is asked to rate the overall security of the scenario 
choosing one of the three following ratings:  

 Excessive security measures that exceed the requirements to mitigate the 
threat 

 Adequate security measures that are enough to mitigate the threat 

 Inadequate security measures that are not enough to mitigate the threat 

After rating the overall security, we ask participants to rate each individual 
requirement shown in the scenario. The ratings 5-point scale, where point 1 is labeled 
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“inadequate mitigation,” point 3 is labeled “adequate mitigation,” and point 5 is labeled 
“excessive mitigation.” Participants are also given the opportunity to list additional security 
requirements that they believe contribute to increasing the security level to adequate (Hibshi 
et al., 2015).  

Participants in this study need to have sufficient security expertise. Therefore, we 
ask participants to answer a list of security knowledge questions that would help assess 
their level of security understanding, followed by background demographic questions about 
their years of expertise, number of courses in security, and their job roles. We also collect 
general demographics such as age, gender, and highest level of education (Hibshi et al., 
2015).  

Step 3: Collecting Data From Experts  

In this study, we sent invitations to security mailing lists at Carnegie Mellon 
University and North Carolina State University, and we offered participants a $10 Amazon 
Gift card as a compensation. A total of 174 participants responded to the Man-in-the-Middle 
threat survey, of which, 116 returned to respond to the Packet-Sniffing survey. The sample 
has 101 graduate students, 42 undergraduate students, and 2 university professors (Hibshi 
et al., 2015). 

Step 4: Analyzing Experts’ Data  

In this step, we use two methods of analysis:  

 Multi-level modeling of the user security assessments. This method is 
suitable to analyze data from our study that instruments a mixed effect 
design.  

 Grounded analysis (Corbin & Strauss, 2007) of additional requirements. We 
code the statements provided by participants, and then we categorize the 
codes into one of six categories: server, client, encryption, network, 
encryption, attack detection/prevention, and integrity and authentication.  

Our study results show that security requirements’ composition affect the experts’ 
risk perception and security assessment. For example, in scenarios where the password 
level is strong, participants rated the overall security of the scenario to be less than 
adequate if the $Networktype is public Wifi. Participants view the network to be have 
higher priority than the three requirements: password, timer, and SSL. Once the 
$Networktype is raised to an adequate level, then other requirements will start impacting 
the risk assessments (Hibshi et al., 2015).  

Step 5: Formalizing Results Into Rules and Fuzzy Sets  

We formalize the results of the empirical study to derive if-then rules that we use in a 
security assessment system based on rule-based interval type-2 fuzzy logic (Hibshi, Breaux, 
& Wagner, 2016). The following is an example rule that we derived from the results: 

ܴଵ:  ࢋ࢚ࢇ࢛ࢗࢋࢊࢇ࢔ࡵ	ݏ݅	ࢍ࢔࢏࢚ࢇࡾ࢒࢒ࢇ࢘ࢋ࢜ࡻ	ܰܧܪܶ	ࢋ࢚ࢇ࢛ࢗࢋࢊࢇ࢔ࡵ	ݏ݅	ࢋ࢖࢟ࢀ࢑࢘࢕࢚࢝ࢋࡺ	ܨܫ

Any fuzzy logic system needs fuzzy sets that can be constructed using experts’ 
input.Type-2 fuzzy sets allow us to model the uncertainty in the data by providing a footprint 
of uncertainty (FOU; Mendel, 2001). It is important to point out that uncertainty in our data is 
always present because it relies on experts’ input. Experts’ data include interpersonal 
uncertainty, which is the uncertainty between different experts, and intrapersonal 
uncertainty, which is the uncertainty that the same expert may experience on two different 
occasions due to the nature of humans’ memory (Hibshi et al., 2016).  
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To build fuzzy sets in our security assessment system, we conducted another 
empirical study on security experts where we asked participants to provide an interval on a 
range from 1 to 10 to represent linguistic labels for adequacy (Hibshi & Breaux, 2016; Hibshi 
et al., 2016). Figure 3 shows the results of the collected intervals from 38 security experts. 
Then, we use the data collected to construct type-2 fuzzy sets and their membership 
functions. Figure 4 shows the membership functions for the three fuzzy sets: inadequate, 
adequate, and excessive. 

 

 The Fuzzy Sets With the Start and End Means and Standard Deviation  
(Hibshi et al., 2016) 

 

 . Membership Function for Inadequate, Adequate, and Excessive  
(Hibshi et al., 2016) 

Step6: Building a Security Assessment System  

We will explain how we build and evaluate a security assessment system that would 
help security analysts evaluate their security decisions. Figure 5 shows the overall 
architecture of our assessment system.  

 

 Mamdani IT2FLS for Security Assessment  
(Hibshi et al., 2016) 

We use the type-2 fuzzy sets and rules formalized in step 5 of the process to build 
our assessment system.  

Step 7: Validate Results of the Assessment System 

Our goal here is to evaluate the system and to measure how well it mimics human 
experts’ reasoning. Hence, we designed a survey similar to the survey used in the data 
collection step (see steps 1 and above), and we sent the survey to 13 security experts who 
rated 52 scenarios (four scenarios per expert). Then, we used the individual security 
requirements ratings as inputs to our assessment system, which will produce an overall 
security assessment output. Later, we interviewed the experts and asked them to provide 
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reasoning behind their ratings. Finally, we showed them the system’s rating and asked them 
to compare it to their overall ratings. The results show that the security analysts found the 
assessment system to provide reliable security ratings, generating more conservative 
assessments in 19% of the test scenarios compared to the experts’ ratings (Hibshi et al., 
2016).  

Phase 2: Security Administration Scenarios  
The studies conducted in phase 1 have the following limitations:  

 We used a single security scenario that puts the participant in the role of a 
user.  

 We recruited mostly graduate security and privacy students for the user 
study.  

To address these limitations:  

 We increased scenario coverage by selecting scenarios from four security 
domains: networking, operating systems, databases security, and web 
applications security.  

 We used a language in the scenarios that puts the study participant in an 
expert role analyzing the requirements shown in the scenarios. 

 We recruited security professionals from industry and government. 

Figure 6 shows the template used to generate vignettes for the web applications 
security study.  

 

 Scenario Template Used in the Web Applications Security Study 

The $WebAuth variable represents the type of authentication used in the web 
application and it can take on one of many values. To illustrate, we consider two extremely 
different values: “basic authentication,” which is a weak form of web-based authentication, 
or “form-based authentication using encrypted credentials stored in a database,” which is 
stronger. Similarly, the $StoredUserData variable represents how the user input is being 
collected and could take the values: “collect user-supplied content from GET request” or 
“require CSRF tokens and escape and validate user supplied content from POST requests 
before storing.” Again, the latter value is stronger than the former. 

In a similar fashion, we constructed scenario templates to generate vignettes for the 
remaining security domains: networking, operating systems, and database security. 
Currently, we are still collecting and analyzing data for this phase to help design and build 
our next security decision-support system.  

Summary and Future Work  
In this paper, we summarized our research that consists of a series of empirical 

studies where we study how security experts make their decisions. We used the data 
collected from experts to formalize and model the human reasoning to build decision-
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support tools. One of the major challenges in security decision-making is the amount of 
interpersonal and intrapersonal uncertainties present in the data. Hence, we choose to 
model experts’ data using interval type-2 fuzzy logic, which can handle these uncertainties. 
We continue to create scenarios, design experiments, and collect data from experts so we 
can build decision support tools that would better assist the security experts as they make 
their decisions and evaluate requirements. These smart tools would help security analysts 
with their acquisition process, as it is a building step towards semi-automating the currently 
manual process of reviewing systems and evaluating them against security requirements.  
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