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ABSTRACT

Radar systems often use low power, continuous waveform radio frequency (RF)
modulations and require higdpeed adaptive signal processors to provide the necessary
processing gain to detect small radar cresstion targets in clutter on ranBeppler
maps. Counteradar technologies include digital RF memories (DRFMs) that attempt to
provide multiple, structured false targets with clutter, for example, using a pgbeline
finite impulse response arrangement of complex range bin processors. This thesis
investigates higitapacity fieldprogrammable gate array (FPGA) technology to enable
ontthefly flexibility and reconfigurability for both radar signal processing and DRFM
electronic attack using a Xilinx Virtex Ultrascale+. A thistage range, Doppler,
postdetection integration radar modulation compression circuit is designed and
guantified. A range compression circuit with a peak power consumption of 6.100W and a
postimplementation utilization of 11% was designed. The Doppler filter bank was
designed at 400 MHz with a peak power consumption of 2.688W and a
postimplementation utilization of 9%. A coherent integration processor at 400 MHz had
a peak power consumption of527W and a postnplementation utilization of 9%. In
addition, a DRFM complex range bin processor was designed and quantified at 500 MHz
and had a peak power 2.543W with a gogblementation utilization of 11%.
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l. INTRODUCTION

A. RADAR SYSTEMS AND COUNTER-RADAR DIGITA L RF MEMORIES:
THE NEED FOR HIGH CA PACITY EMBEDDED PROC ESSORS

Low probability of intercept (LPI)adar systemare vitalin manyregionsaround
the worldrequiring force protection through surveilland@dese radar systems often use
low power, continuous waveform (CW) modulations to remain undetected while retaining
the Tapability to detect and track targets diutter” [1]. The transmitted CW signal
SURYLGHV D SURFHVVLQJ JDL Qc mbdJlation. e radeK istuthDGD U VS
waveform from the target is then distinguished using coherent comprédsioyperiodic
modulation techniques are used for digital CW radar systems such as frequency shift
keying (FSK) e.g., Costas sequencing, frequencydaolated CW (FMCW), noise and
noise modulated waveformAlso used are polyphase shift keying (PSK) with codes such
as the FranlandP4 cods. The PSK techniques have inherently low sidelobes and are also
compatible with digital sidelobe suppression techagy Other CW modulation techniques
such as hybrid PSK/FSK combinations have also been recently a topic of active

investigation [1].

Lately, much attention has been given to PSK tudhe manydigital CW
modulatiors availableLPI characteristics are thechievedvith a periodic autocorrelation
functionthat hasnherently low time sidelobe¥he PSK modulations have a code period

T containinglimited amountsof range bins, eacbontaining differing phase valuethe

subcodewidth t, is related to both theZD Y H | Ridrig§ Vesolution and the-dB

bandwidthwhile the rocessing gain(PG) of the radar is equal to the number of
subcode$ >. @e important example of a PSK techniigithe P4The P4 codexhibits

a perfect periodiautocorrelationn that it has zersidelobesUsing a polyphase code for
CW modulation hwever, presents a major limitation in that thedulation code period

greatly confines the unambiguous range

Extendng the unambiguous rang@rough the use ofhe Robust Symmetrical
Number System (RSNS)as been investigate@y combining the RSNS with thB4

1



polyphase modulation, the unambiguous range can be divided up into diffesdnti

with each modulus relimg to a different P4 code period. Transmitting the moduli (P4 code
periods) in series and recombining the ambiguous detection results can resolve the targets
range at considerably longer ranges than the unambiguous range pertaining to only 1 code
period.In addition, the RSN®4 has Gray code properties that can serve to detect target

range errors.

A digital RF memory (DRFM)s a device that can receive, store, modulate and
retransmit, an RF signal. The DRFM is arguably one of the most important technologies
for electronic warfare (EW) since it can retransmitrdarceptedadarwaveform and can
put complex modulations on tlmeturn signal such that when integrateithin the raday
can deceive for example, the track lodpR FUHDWH D SVWUXFWXUHG ™ IDOVH V
or amplitude in rang®oppler space, a standard DRFM kensehot sufficient. That is,
this type of taget cannot be accomplished with a DRFM kernel alone. Hence, an
augmented kernel must bsed such as ligh-speedhigh capacity Field Programmable
Gate Array (FPGA).

The circuit designs ithis thesisare twafold. First, the circuit design for a post
analogto-digital converter (ADC) compression process for a R$MSradar signal
processor is designed for use within a Multifunction Sensor System for which the antenna
is shown in Figure 1. A range compression processor is followed by a Doppler fikker ban
This is then followed by a ranggoppler postdetection integration processor. A range
compression circuit with a peak power consumption of 6.100W and-inpalsimentation
utilization of 11% was designed. The Doppler filter bank was designed at 400vitiHa
peak power consumption of 2.688W and a fogtlementation utilization of 9%. A
coherent integration processor at 400 MHz had a peak power consumption of 2.517W and
a postimplementation utilization of 9%@ he second circuit design concepthis thesisis
to design a DRFM single complex range bin processor that accepts the sampled input
imaging radarZDYHIRUPYV SK 5 WRD®OXHH WRKH UDQJH ELQYV GHV
profile using an accumulat@ndthen thedesiredradar cross sectiomsing amultiplier.

The final stageontains the range bin delajherethe range birconsists ofin adderThis



DRFM processor runs at 500 MHz and is quantified with a peak power 2.543W with a

postimplementation utilization of 11%.
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Figure 1. Multifunction Sensor Systensource: 2].

B. PRINCIPAL CONTRIBUTI ONS

For this thesis, the first step was to investigate the concepts involved in radar signal
processingDetailed within the outline, the idea was to grasp an understanding from
macroscopic to microscopi@his included thalesign requirements of an LPI radar, the
specific modulation types used within the MATLAB code, andhiheestagecompression
which was the ultimate task at hand: to replicate the MATLAB version dhteestage
compression within Siolink. These investigations led into the study of DREMKich
use many of the same design requirements and modulation techitiggiesly difference
wasthat DRFMs require an additional microprocessor to ensure false targets or images are

injected into aeturn signalThe firstDRFM designdocused purely on false target returns

3



whereas DRFMdesigned used toddpcus on the deception dfigh range resolution

profiling radar and rang@oppler imaging sensars

Subsequently, the use of FPGAss examined This study began through a
MathWorkssponsored cours&/ L WDSIHfGr EPGAS in Natick, Massachusettt. was
here that the fundamentals of Xilinx Vivado, D$€garding FPGA synthesis and
implementation, and the overall impact of area, powaed timingwere introduced.
Afterwards, familiarity with the specific FPGA purchased for this thesis was required.
Through this familiarity of the FPGA, many design features could be rectified without need
of compiling or synthesis/implementationhis in turn savednuch time, which in the

world of FPGAs, is extremely scarce.

Finally, the process omodeling, synthesis, and implementation of each digital
systemwas investigatedThis included many hours of Simulink tutorials and phone calls
to MathWorksto ensure thathe MATLAB derived results matched precisely with that of
Simulink. 7KLV SURYHG WR EH D FK Dréliandegd idovEKd twifRamdlL P X O L Q N
HDL specific blocksMany concepts were used to overcome these requirements such as
the periodic ambiguity foction, which not only performed theequiredtarget detection
but alsowas built in a way that greatly increased the speed at which the FPGA could
process the bit stream@nce the models were complete, the synthesis and implementation
within Vivado beganAbout eight runs per model were constructaslr of the models are
consideredsub models of the overahlreestagecompression modelhe idea waso test
the subcomponents and relate it to the overall sch&hgerelationships were summarized

within graphs and subsequently compared.

C. THESIS OUTLINE

In Chapter I, the LPI Radar conceptie discussedThis chapter deh&into the
requirements of LPI Radarhe specifics of how to generate Liebdulation in addition
to the RSNSP4 ThreestageCompressionChapter 11l discusses DRFM architecture as
well as theneed for augmentation Electronic Attack EA). Chapter Y discusses FPGA
history and uses, digital signal processing (DSP) on FPGAs, and the specifics of the
XILINX Virtex Ultrascale+ FPGA utilized during this researchhe modeling, synthesis,

4



and implementation results are then analyzed and discussed within Chaptepter \f

concludes and provide recommendations for followen research.
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Il LOW PROBABILITY OF I NTERCEPT RADAR

A. REQUIREMENTS

The safest sensor on the modern battlefield is one that can perform surveillance and
conduct operations without being identified as doing silible. most capable sensor that
can operate in smoke, rain, day or night is the radio frequency sensor thattgansmi
electromagnetic energy for target detection. If the radar transmitsehiyigy pulses, it
can detect targets at long ranges. However, their high peak power, pulsed radiated output
VLIJQDOV DUH HDVLO\ LQWH Uddpevdtive&Sintelepirécelved GHsH UV D U\ TV
often leads to them executing an immediate cotattack using several options with the

deadliest being an antadiation missile targeting the radar system and operators.

Arguably the most important development in radar system teocgynas thelPI
radar that uses a special emitted waveform intended to pretr@nhoncooperative
intercept receiver from interceptirtpe radiatiori as discussed in3]. The LPI radar
emission is a continuous waveform (CW) with low power. Typical output power ranges
from one to twenty milliwatts and is usually transmitted from solid-statearray. To
perform target measurements, the CW carrier is periodically modwiéted bandwidth
that depends on the range resolution. The range resolution also determines the bandwidth.
A larger bandwidth can be achieved making it difficult for narrowband receivers to detect
and intercept the signarhis technique is much like whe used in telecommunication
and radiocommunications, which is calledpread spectrunthe idea is to deliberately
spread the signal in the frequency domain causing it to increase in bandwidth while also
lowering its overall peak powelf. spread spectm is used effectively, it can essentially

hide the signal within noise making it difficult to intercept.

Another consideration for achieving LPI radar conditions also include using
frequency variations that may propagate well for an intended target mdteHfectively
be acknowledged by a passive or intercept receiver due to atmospheric abgeinmion.
an antenna design requirement for an LPI radar is to havdakirside lobesThe return
signal to the radar ji$or all intents and purposesonsdered feintLarge side lobes would



cause enough interference to deafen the return signal defeating the overall purpose of the

LPI radar.

As advancements continue with LPI radars, so come advancements to intercept

receivers.Nearpeer adversaries are ieasingly interested in the ability to perform

electronic attack on friendly radar or communication asseflR 6 HH DQG 1RW %H 6HHC

the first line of defense in countering these intenti@ps [

B. GENERATING LPI WAVEFORMS

In [4], Paepolshirstates that

sLQFH SXUH &: ZDYHIRUPV FDQQRW UHVROYH WKH

modulation techniques are used, such as frequency modulated CW,
frequency shift keying, noise modulation, PSK, as well as hybrids of these
techniques” Paepolshiri found thathe initial ation to developing CW
radar systems using periodic modulation compression is deciding on the
necessary range resolutiokccording to Paepolshirihts in turn %sets the
transmitted bandwidth of the waveform for the above techniques (except for
frequencyshift keying where the range resolution is dependent to the
duration of each frequency)

Paepolshirgoes on to say that

due to the advances in higbeed processing and direct digital synthesis
modules, the use of PSK techniques in CW radar is highigrdadgeous.

CW radars that transmit and receive PSK signals can result in LPI radar
systems with small range resolution cells and are ideally suited for many
sensor applications for situational awareness including minimum input
minimum output (MIMO) configrations [4]

Additionally, PSK allows for RSN®4 generation, as depicted in Figure 2, which

is the modulated signal utilized within this research.
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Figure 2. LPI WaveformGeneration an€Compression.

1. PolyphaseModulation (Polyphase Shift Keying)

The covert naturef polyphase modulation (or polyphase shift keying) is due to the
code not being available to the receiv@iihe unambiguous range of the radar is limited by
the code period. That is, the unambiguous range is limited by the number of subcodes
within the ode period >. T®e P4 polyphase code is unigqlee to it being perfect code
ZLWK JHUR SHULRGLF DXWRFRUUHODWLRQ VLGHOREHYV 37K

by

S
2k 1%/ k1 (2.1)

NC
wherek is the subcode index ald, LV WKH QXPEHU RI VXEFRGHV ZLWKLQ

[1]. The phase distrildion is both symmetrical angarabolic It is these properties that
allow the P4 modulation to lend itself nicely to being compatible with the RSNS described

next.

2. Robust Symmetrical Number Systen{(RSNS)

37TKH 5616 LV D PRGXODU W\\MWhigdrer B&jaeNdey With. €adh R |
sequence associated with a coprime modumusDetails on the RSNS are given in [1].

An example forN 3 is



000111222.mmm .. 1 1 1000112,
1000111222 ... .mmm .. 1 11000%.
1100011122 2 ... ... .. mmm ..1110&

TheabovesequenceSsH[KLELW DQ LQWHJHU *UD\ FRGH SURSHUW\ PD
for radar signal processing applications which can benefit from the inherent error detection

and correction capability. To use the RSNS for radar signal processing, it is only necessary

to know the greatest length of combined sequences without ambiguities, known as the

dynamic rangdvﬁ DQG LWV AsRisscriddm@l], combining the P4 with the RSNS
(RSNSP4) the phase relationship is

[3)

/m,k P RS‘m,k mz<

S
2m 2

n, (2.2)

1A

3Z K HBH « is the symmetrical residue, akde{L, 2,...,N, } is the phase index. The

code length is given abl;, NN, 2Nm -

1C



Figure 3. ®4RSNS Channels and Symmetrical Residu8surce: 1].

C. RSNSP4THREE-STAGE COMPRESSION

The polyphase is transmitted, reflected from the target and upon receive, down
converted and digitize@s shown in igure 4 The digitized RSN$4 waveforms strobed
into memory for receiver processing. The receive processing consists of range

compression, Doppler processing and raDgepler integrationThe total processing gain

PG, isthenPG, P& PG, PGwhichisdetermined from the requir€dNR; input,
the maximum detection rangBg.,, and the greatest of constant false alarm rate

(GOCFAR). Thaange compression determir&s; and is determined from the maximum
unambiguous detection range and range resolution whiléQbppler filtering process

determinesP G, fromthe maxtarget velocity at the unamhigus range during the process

11



sync time. The rangPoppler map is shown in Figure 5. The coherent integration of the

range ' R S S htpiit is used to derieG, overthe process sync time [1].

y

RSNS-P4 | Direct digital Amplifier /
polyphase code > e > o
m,m, m, synthesizer transmitter

""" A
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7 v
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Figure 4. RSNSP4 CWRadar- Block Diagramindicating theProcessing
Gain Steps.” Source: [L].
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1. Range Compression

The range compression multiplies thiast Fourier transform (FFT) of the complex
received signal by the FFT of a refererfransmitted RSN®4 phase) waveform and then
taking the inverse fast Fourier transform (IFADéscribed in [1],lieprocessing gain from

therange compressias

PGr 10log N; .~ (2.3

2. Doppler Filtering

The Dopplerfilters for a particular range bin are calculated by executing the FFT
algorithm on all the range bimsllected during the number of code periads, described

in [1] as
Mi 1/ t,Ng f (2.4)

and is a function of the Doppler resolutidih , the subcode width, and the code period

for the modulusN,, . The estimate®G from the Doppler filteringis described irf1] as

13



PG, 10log M; . (2.5)

3. Integration

Coherent integratiorprovides a means to enhance the SNR and increase the

processing gairwhich is described in [13s
PG 10log N (2.6)

where N, is the number of maps that are averaged together coher@mlyangeDoppler

maps after the coherent integration are shmwkigure 6 ¥or all three RSNS”4 channels
or moduli (note the different range scales). Targets that have significant velocity separation
IURP WKH FOXWWHU FDQ EH GHWHFWHG ™ > @
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Figure 7. LPI SignalingEnvironment andntegration with tk Multifunction
Sensor System.

D. CHAPTER SUMMARY

In this chapter, the requirements fd?| radarwerepresentedPSK modulatn as
anidealmodulationfor LPI radarsthe concept of RSNS, and advantages of using RSNS
P4 were also presente&dditionally, the RSNSP4threestagecompression was presented
which broke down the properties of range compresddamplerfiltering, and coherent
integration.The next chapter presents t@ncept of Digital Radio Frequency Memory and

its continuing evolutiorto deceive current and future radar signatures.
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lll.  DRFM

A. DRFM ARCHITECTURE

The DRFMprovidesthe ability to capture radiated emissions and generate precise,
coherent replicas, making them important in agpions such as signal jamming,
deception of covert communications, SIGINT operations, decoys, radar transmitters,
simulations, and test equipmead discussed irb]. A block diagram of single sideband
DRFM is shown in Figure 8t the receive antenna, atdpass filter is used to pass only
the signals of interes& Local Oscillator (LO) is used to tune the DRFM to intercept the
desired signal in the down conversion praeceés Low Pass Filter (LPFyemoves the
components above Nyquist (aafiasing) alongwith unwanted mixer productshis
configuration gives good rejection of spurious signals while retaining all the advantages of
a conventional superheterodyré. the output of the LPF, the signal is digitized by an
ADC with resolution typically on therder ofoneto eightbits depending on the DRFM
throughputThe higher the resolution, the slower the conversion pro&éss digitization,
the samples are strobed into memétigh-speed, duaported memory is often used so the
stored digital signals capturedand replayed simultaneously through memory control.
Pualkported memory usually requires a set@parallel and paralleio-serial circuitry to
achieve the necessary dasde conversion to match the dusIRUW PHPRU\V LQSXW R
bandwidth 5}. With the use of multported memory, recording and multiple replays can
occur simultaneouslyThe retrieved digital signal is strobed from memory to a OAC
reconstitute the signal back into an analog waveféviter lowpass filteringthe baseband
signal is mixed with the LQo reconstruct the radio frequency (RF) version (typically a
single sideband modulatod. bandpass filter (BPF) at the output serves to transmit only
the desired frequencieS]|
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Figure 8. Block Diagram of &Single Sideband DRFMSoure: [5].

Figure 9 shows a block diagram of a double sideband DR¥sMliscussed by Dr.
Pace in ], this architecture is similar to Figure 8 except that the phase of the DRFM signal
is retained throughout the digitization process using bothaad IQ chanel. These are
produced by the signals Q intermediate frequency (IF) modulator at the Tingu@ IF
moduator also down converts the input RF sigdto shown in thigonfigurationis the
capability to retrieve the stored digital signal for further, more complicated signal
processing using FPGAs or DSH#Is additional processing power can be used to create
a variety of complex waveformBor example, digital image synthesis forense synthetic
aperture radar (ISAR) counter targeting applications require a level of signal processing
that cannot be accomplished with simple memory recall and bit manipuldtien.
synthesis of the image requires focusing the Doppler frequency atrasgdh bin, and

amplitude modulating the output correctly such that the proper image is consgjcted

Dr. Pace goes on to say thhée double sideband (DSB) architecture requires the
lowest sampling rate and has the capability of retaitliegophase athe signalThe single
sideband (SSB) is a less complex architecture; however, a higher sampling rate is required,
and the phase of the intercepted signal is not retaihezlto this higher sampling rate, the

bit resolution is lesgd].
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Figure 9. Block Diagram of aDoubleSideband DRFMSource: §].

Dr. Pace also notes thatprocess the signals of interest, the DRFM uses a memory
controller.The memory controller simply provides the memory address and control signals
for the signal storage and recallepptions.Severaluser controls are also availabléhe
storage enable function is used to designate the pulse to be Stbesdtore address
designates where the leading edge of the pulse is to be stbeedecall initiates a recall
cycle at the nexword clock timeThe recall output triggers must be synchronized with the
DRFM clock for coherent outputhe recall address is the address where reeglhs.and

the delay time is the throughput delay impressed upon the stored[Signal

Lastly, Dr. Pae determines thahé development of a common DRFM kernel
interface specificatiohas been of interest in the Electronic Warfare (EW) commuitity
purpose of this specification is to define a common narrowbBdieM kernel that meets
the jamming requireants of the Department of Defengdis kernel can be utilized in
existing and future countermeasure systerhe interface architecture provides potential
for efficient upgrades and simplifies DRFbé&sed system development, leading to a cost
savings durig developmenf5].

B. NEED FOR AUGMENTATIO N IN ELECTRONIC ATTACK SYSTEMS

In [6], the authors propose thahe need for coherent counteringl AR imaging
sensors remains a high priority for many electronic warfare systdimsy state that ith

the developrant of an Aall-digital image synthesizer (DIS), multiple falsget images
19



can be generated from a series of intercepted ISAR chirp pulses to provide a novel counter
targeting and counter loedn capability” The authors comment thdiet DIS <an be also
be deployed for Suppression of Enemy Air Defense and any operation that encounters
interrogating ISAR imaging sensors'he authorghenconclude thathte *device can be
deployed on aircraft, ships, unmanned air or surface vehicles to provide a supagiogi

decoy and deception capability6].

In [7], Pak Ang examinesand showshe concept of embedding an I/Q Phase
Converter and DIS into a DRFM fFigure10. ,Q $QJTV MéBRFXLcenintrcept
and store RF waveforms as well as retransmit them subsequtiatlyesisadds that pon
capturing an ISAR waveform, the DRFM uses a local oscillator to down convert the signal
to an intermediate frequenand that thessignals are separatedo | andQ components
and therdigitized by the ADCs into digital samples that are stored in a$pgled memory.
An I/Q phase converter extracts phase information from the digitized waveforms to
generate phase samples for thaital Imaging Synthesize(DIS) to processAng
continues thatfeer modulation by the DIS is complete, the DRFM converts the processed
signal back into an analog form. Finally, the DRFM transmits the analog signal back to the
ISAR [7].

Down- High-Speed I/Q Phase Up-
Conversion Memory Converter Conversion

Local Oscillator

Figure 10. Simplified Block Diagram of the DRFM Integted with the 1/Q
PhaseConverterand DIS. Source].
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In [6], the authors remark thalhe Jposition of the false target in range can be
controlled by delaying in time, the readt samples going to the image synthesiZEney
state that the

image synthesizer performs the complex modulations to synthesize the

temporal lengthening and amplitude modulation due to the many recessed

and reflective surfaces of the desired false taagetgenerates a realistic

Doppler profile for each surface. T GA contains a parallel array of

identical digital modulatoraith one modulator for each false target range

bin. That is, each modulator synthesizes the part of the overall image that is
within the falsetarget range bin associated with that moduld&jr

The authors state further th@gach complex output pul$én,n)is the superposition

of N, copies of the intercepted pulse, each delayed with respect to one another by the delay

within the modulator, scaled differently by the ga#¥s™ and phase rotated by (r,n)

described in§] as

N, 1
9(rn) g (M 1) /()
I(mn) | 2207¢€ 3.1)
ro

wheremrepresents the sample number within the chirp polsethe pulse number index,
andr represents the range bin modulator index. The target extent, amplitude, and target

motion are controlled by theagh and phase increment coefficients applied tdFR€A”

[6].

C. CHAPTER SUMMARY

In this chapter, theurrent andproposedDRFM processes were presented to
include the need fomn augmentationupdate witln electronic attack system3his
augmentation wouldequire an I/Q Converter and Di8§ beintegraed into the current
DRFM architecture.This addition would ensure that not only traditional radars are
deceived but ISAR as wellhe next chapter preseris overview of FPGAs, DSP utilizing
FPGAs, the spedd Xilinx FPGA used during this research, and the simulation process

used to recreate the results in the folomwchapter.
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A.

IV. FIELD PROGRAMMABLE G ATE ARRAY

OVERVIEW OF THE FPGA

In [8], thetrainingcoursestates thafPGAs are a fully reconfigurable resource: the

implemented functionality is defined and programmed after manufacture, and this process

can be repeated indefinitelijhe programmable resources of the FPGA are configured into

a desired digital circuit by davoading the user created design as a bitstr&everal

steps are involved in creating, verifying, and preparing a design for download to an FPGA
[8]. Table 1 provides a list of related technolodiks FPGAs.

Historically, Application Specific Integrate Circuits (ASICs) have been faster,

extra energy efficient, and typically achieved much more performance than their FPGA

counterpartsin [9], the authors observethat implemented FPGAdesigns heed an

averagenf 40 times as much area, draw 12 timesash dynamic power, and run at one

third the speed of corresponding ASIC implementatiofmis.[9], the training course

determines that

much more recently, FPGAs including the Xilinx Virt&xor maybe the
Altera Stratix5 came to rival corresponding ASICdaapplicatiorspecific
standard parts (ASSP) through the process of delivering considerably
minimal power consumption, improved speeds, lower overakiuction
costs, less implementation utilization, and improved optiongtfati@e | O \ |
re-configuration [9]

Previouslymplemented desigirequiring andncorpording six to ten ASICgan

now produce the same results using a single FEBEA

In [8], thetrainingcourse illustrates that

advantagesf FPGAs include the ability to reprogram in the field to fix bugs
and may include a shorter time to market and lower-recarring
engineering costs. Vendors can also take a middle road by developing their
hardware on ordinary FPGAs but manufacture tfieal version as an
ASIC so that it can no longer be modified after the design has been
committed [8]

Due to ASIC complexity, revenue losses driving higher production costs, and slow

time-to-market trends, FPGAs have become a muedded solution for higervolume
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applications. Mentioned later in this chaptemany FPGAs can perform partial
reconfiguration, which allows orgectionof the unitto be reprogrammed while various

other regions keep on running.

Table 1. Related Technologies to FPG/Aource]8].

Appli cation Specific Integrated Circuits | Unlike FPGAs, the function of an ASIC is defined at
(ASICs) manufacture, and it cannot be reconfigutddwever,

ASICs are generally smaller, lower power and when
manufactured in high volume, cheaper to prodiite
time for desgnand manufacture of ASICs is longer than
for FPGASs, whichis a consideration where fast tirtee
market is important.

Digital Signal Processors (DSPSs) DSPs historically had one processing engine of fixed

wordlength, althougimodern devices may have several
cores.In comparison, FPGAs have parallel processing
capabilities, and the designer is not restricted te pre
specified wordlengthsds DSPs and FPGAs offer such
differentcapabilities they are often used for different tas
within a larger system.

General Purpose Processors (GPPs) While DSP processors aoptimizedfor fast arithmetic,

multiply-accumulate type operations, GPPs have the
flexibility to deal with a variety oapplications buare not
suited to the fast arithmetic demanded by DSP.

Processor Arrays / Sea of Processors This type of device exhibits some of the characteristics

an FPGA (parallelism, interconnects) with the processo
architectureof a DSP One of thechallenges associated
with this type of device is efficiently programming them.

Complex Programmable Logic Devices | CPLDs ardike FPGAs in the sense that they are paralle
(CPLDs) and reconfigurable, but they are smaller and far less

sophisticatedCPLDs have very low powa&onsumption
andare suited to "glue logic" type applications.

Structured ASIC Structured ASICs offer a compromise between ASICs g

FPGAs, and there asmveraklightly different
architectures thdall into this categoryThe benefits of
lower power, and cheapbigh-volumeproduction than
FPGAs.

FPGA-hardening services The major FPGA companies offer a path to higiume

production based on an FPGA prototyphese are
appropriate when the full reprogrammability of an FPGA
not required, are cheaper than standard FPGAs, and fa
to produce than ASICs.

1. History

In [10], the article states thate FPGA industrypeganfrom Jrogrammable read
only memory (PROM) and programmable logic devices (PLIB)th PROMs and PLDs
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had theability to beuniformly and 3massprogrammeackitherin a factory or in the fieltby
the usel(field programmable). The programmable logiof the initial FPGA desigmvas

hardwired between logigates [10].

The article adds thah the late 1980s, Steve Casselman proposed to the Naval
Surface Warfare Céer that a personal computer might be created that could apply 600,000
reprogrammable array gates. The system was funded as well as in 1992 a patent was given
because of the program eventually naming Casselm&heagxpert in the field of virtual
computng " [10].

As found in [11] and [12], David W. Page and LuVerne R. Peterson were awarded
with patents in 1985These patents evolved into several of fimelustry's foundational

principles for programmable logic blocks, arrays, and gates

In [13], Ron Wilson claimAltera was founded in 198 In 1984 Altera delivered
the EP300, whichzDV WKH FRPSDQ\{Nislieproagkdmidabie ®did-d&vice
SRITHUHG HUDVDELOLW\ E\ VKLQLQJ D 89 ODIR&Sartlk URXJK WK
stateghatthe logic device maintained a quartz window allowing the UV lamp to penetrate
the die, erasing th&PROM cells that held the device configuratipt3].

In [14] and [15], the articles state thatXilinx co-founders Ross Freeman and
Bernard Vonderschmiinvented theXC2064 in1985, whichwas thefirst commercially
viable FPGA The sources explain thaheg XC2064 began a new technology and
marketable demand usingprogrammable gates and interconnects between.§dtke
XC2064 had %4 configurable logidlocks (CLBs), with two thre@put lookup tables
(LUTs).  As explained in [6] and [17], aftertwo decades¥reeman was entered into the

National Inventors Hall of Fame for his invention

UnchallengedAltera and Xilinxexpandedhrough the latter padf the 1980s to
the mid1990s.At this point, competition began to form within the technological market
causingAltera and Xilinx shares to decrease rapidiy[15], the article explains thatyb
1993, #Actel (now Microsemi) was serving about 18 percenthefmarket " In [18], the
article reports thaty 2013, JAltera (31 percent), Actel (10 percent) and Xilinx (36 percent)
together represented approximately 77 percent of the FR&Ret
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The ability to mass produce as well as the sophisticatiomafitry within FPGAs
made significant leaps during the 1990ise overall use of FPGAs transitioned from being
primarily used by telecommunications and networkinggaitilizedin everyday consumer,

automotive, and industrial applications by #ealy 2000s.

2. Current Uses

$ WUHQG KDV IRUPHG ZLWKLQ WKH SDVW GHFDGH WR
SURJUD P P D&Gdenleith&Xilinx website ihg. This idea of having a system on
a chip (SoC) involves the combination and assembling of logic bkredtsnterconnects
of previous generations of FPGAs as well as fixed microprocessors and associated
peripheralsThe website states that tl&y/ng-7000 All Programmable SoC is arample
of such hybrid technolggand isdepictedin Figure 11 The website adslthat his chip
jncludes a 1.0 GHz duabre ARM CortexA9 MPCore processor embedded within the
FPGA's logidabric. " The website concludes that hybrid technology uses specific high
performance processors and pair thémith programmable logiarchitecturs or multi-
channel ADC and DA@nalog peripherals to their flaflased=PGA fabric” 9.
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Figure 11. 3A Xilinx Zyng-7000 All Programmable System on a Chifource:
[19].

Implemented within the FPGA logic are soft processoes, whiclprovide ahard
macro processoalternate approactxamples of such technology with soft processor
cores are thalios I, MicroBlaze and Mico3ZReconfigurable computing or systems is the
idea of programming currewtay FPGAS prior to or during usdiichallows CPUs to meet

any task by reconfiguring themselvégiditionally, nonrFPGA technologyis emergng.
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Microprocessors, such as the Stretch S5000, are software configurable and maintain
FPGAlike programmable coresvhich, in turn, provide an array of processor cores all

within the same chip.

In [20], the article states thatompanies like Microsoft have started to use FBGA
to accelerate higperformance, computationally intensive systems (like the data centers
that operate theiBing search engine), due to the performance per watt advarPagas

deliver. “Table 2 provides a list of current FPGA Applications per specified category.

Table 2. Current FPGA ApplicationsAdapted from §].
Aerospace and Defense Audio Broadcast Automotive
Avionics/DO-254 Connectivity Solutions Eﬁgiﬂ-éme Video High Resolution Video
Communications Portable Electronics EdgeQAM Image Processing
Missiles & Munitions SoftwareDefined Radio Encoders Vehicle Ne;tworkmg and
Connectivity
Secure Solutions Digital Signal Processing (DSP) | Displays Automotive Infotainment

Surgical Systems

Data Mining Systems

Space Speech Recognition Switchesand Routers

Medical High Performance Computing Industrial Integrated Circuit Design
Ultrasound Servers Industrial Imaging ASIC Prototyping
CT Scan Super Computers Industrial Networking | Computer Hardware Emulation
MRI SIGINT Systems Motor Control
X-ray High-end RADARS
PET High-end Beam Forming System

Data Center

Consumer Electronics

Security

Wired Communications

Servers

Digital Displays

Industrial Imaging

Optical Transport Networks

Security

Digital Cameras

Secure Solutions

Network Processing

Hardware security module

Multi-function Printers

Hardware security
module

Connectivity Interfaces

Load Balancing

Routers Portable Electronics Image Processing
Switches Settop Boxes
Gateways Flash Cartridges

Digital Displays

Phasdocked loops

Mobile Backhaul

Industrial Imaging

Radio Astronomy

Radio

Computer Vision
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B. DIGITAL SIGNAL PROCE SSING ON A FPGA

In [8], thetraining course states thabm a DSP perspective, the resources available
on FPGAs hee evolved significantly over the last 25 yeaEarly FPGAs comprised a
generalpurpose array o€LBs and routing resources, surrounded by IOBs at the edge of
the chip.Over time, integrated memory blocks and fast arithmetic slices have been
introduced.The functionality of these arithmetic components has increasethivally,
embedded multipliers were provided, and now DSP engineers have access to an integrated
tile containing an adder, multiplier and accumulator.terms of system integration,
embedded processors and communications interfaces have become sikatdeadly, the
speed and size of FPGAs has increased also, as have the sophistication of clock

managerant resourcefs].

1. Introduction to DSP

In the 1980s, the arrival of microprocesssush adntel 8086andRockwell 6502
triggered the swalled Microprocessor Revolutipras stated if8]. This resulted in
commonly accessible and caftective computerauipment. Besides several early 1980s
home computer systems as well as video gaming machines, the primary development was
the IBMPC in 1980 as well as the Macintosh in 1984. This proliferation of computer
systems in the workplace, in the market, and thes@pentirely altered business processes

along with the way info is stored as well as processed. By the 1990s,

multimedia PC was essentially enabled by DSP technology, devices, and
algorithms. Additionally, the processing power of DSP (micpoocessors

was increased by an order of magnitude with a decrease in price. The digital
reliability, repeatability, and programmability of DSP has widely displaced
analog systems in both consumer and industrial maifiéts

Table 3 is a list of the individual DSPctenology and componentsd early 1990

machinesand Table 4 is a list of current DSP Applications per specified category.
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Table 3. 1990s Multimedia PE&nabled by DSH echnologies.
Source]8].

Windows 95 OS Facilities for speech coding / compression (ADPCM, LPC, G&dJ. Digital
filtering, FFT, correlation facilities all within Microsoft Excel spreadsheet.

Video Acquisition Card|Fast ADC / DAC technology and DSP video coding algorithms for MPEG €
FFTs, DCTs, sub band coding etc.

Disk Drive Most modern disk Speech synthesis, speech recogriiiores now include a
DSP processor for control purposes.

Teleconferencing Card|Enabled by DSP coding for audio and video, and adaptive aceubtic
cancellation.

Sound-card 16-bit sound technology sampling up to 48kiSigma delta technology allows
low cost implementation; DSP processor implements algorithms for decimg
interpolation, mixing, filtering, coding etc.

SpeechProcessing DSP enabled digital recording answering machine.

FAX-modem Enabled by adaptive signal processing algorithms for echo cancellation, dg
equalization

Furthermore, a distinction must be made between data processing (DP) and DSP

according to the training courdeP and DSP are both

ideally performed by high speed computers which have very fast numerical
capabilities.DP is the arithmetic processing of (sampled) stored integer
numerical quantities (accounts, salary spreadsheals sanon); fast
processing of data is desirable but not esse@aP is concerned with the
arithmetic processing of numerical representations of weald analog
guantitiesReal time performance is necessary, such that processed outputs
are produced dsst as input data is availabkeor both, a suitable sampling

rate must be chosen (not too high and not too If8}).

In short, DSP means retne arithmetic operations and DP means-read time

arithmetic operationgg].

Additionally, the training course provides the followiBgP Strategies

a. Linear Filtering

Removing high frequency background noise from speeaalear filtering
strategies can be used in any application where it is known that two signals
can be discriminated by the fragncy bands they occugdy]
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b. Signal Transforms

Signal component analysis, signal detectionBtansforminga signal into

a different domain often allows a signal to be more conveniently analyzed
and viewed.For example, transformation into thedsmain (Laplace)
allows more straightforward mathematical manipulatioansforming into

the frequency domain allows the frequency variation of a signal to be seen
more easily than in the time doma#j

C. Non-linear Signal Enhancement / Filtering

Removirg of impulse noise by median / order type filteriBgpme signals
may often benefit from nehinear filtering.A well-knownaudio nonlinear

filter is for impulsive noise, whereby a signal is contaminated by impulses.
Given that an impulsessentially contains all frequencies, frequency or
phase discriminating filter is not of ud¢ence a median filter may be used
whereby theN most recent samples are ordered and the median value is
chosenHenceyvery large magnitudeutliers are likely to be ignored if the
duration of theN samples is somewhat longer than the duration of the
impulsive noisq8].

d. Signal Analysis / Interpretation / Classification

Designed for ECGs, speech recognition, image recogniimnThe aim
here is to compare knowpatternsfvith input signald¢o recognize the input
signal and output some parameterized informafigin

e. Compression / Coding:

Hi-fidelity audio (Minidisc), mobile telecoms, videoconferencing, ECG
signal compression and so ddompression is one of the most important
areas within the audio and telecommunication business at present.
Compressed formats such as MP3 are on the rise mghdidelity audio
market.For telecommunications speech requires to be coded into as small
a bamwidth as possible, but while maintaining sufficient signal quality.
With each new mobile generation, the availability of more DSP processing
power allows the bit rate to reduce but while still maintaining good
intelligible quality. [8]
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Table 4. DSP ApplicationsSource]8g].

Mobile (GSM, CDMA, 1S95); Digital / Video Telephony; Data Modem|
ADSL
Digital Audio CD; CDI; DAT; DCC; Surround Sound, MPEG; MiniDisc; Dolby Prologic

Digital Video/Imaging | High Definition TV (HDTV); MPEG; Medicalmaging; JPEG; DVD
Speech Based System Speech Recognition; Speech Coding / Compression; Speech Synthesis

Telecommunications

Multimedia PC FAX / Modem / Graphics / Audio; Teleconferencing; Software Radio

Biomedical Systems | ECG Electrocardiograph; EEGElectroencephalograph; Hearing Aids

Industrial Motor Control; Disk Drives; Process Controllers; Noise Cancellation

Defense Guidance Systems; Sonar; Radar; Secure Communications

Automotive GPS Navigation; Engine Management; Digital Comms / Audio Systems
2. Introduction to DSP for FPGAs

In [8], the training course points out thatD&P algorithm or problem is often
specified in terms of itsmultiply and accumulates/addMAC) requirementsWhen
comparing two algorithms, if both perform the same job but oneleshMACs, then the
RWKHU ZRXOG FOHDUO\ ZRXOG E Hcweked IS Hrigliesdsgnie@ WKH EH\
assumptionsone is that the required MACs are the samdraditional DSP progssor
based situations, it is likely that a-b& device that will be processing-bi inputs will be
using a 1ébit digital filter coefficient.With FPGAs, this constraint is removed due to the
ability to use as many, or as fdvits as are required@herefore, optimization and scheduled

DSP algorithms can be chosen and implemented in completely differenf8lays

The training coursestates further thattandards are constantly evolving which
means that devicebke FPGAs,that can be reconfigured anggradedecome seamless
basestations, access pointsic. DSP enables many aspects of everyday life but even
though they all have different specific requirements, usually thddweal processing is
similari.e., filters, transforms, sine wave synthesidaptive filtering,andsampling rate
changeg8].

The training course finds th&SP is built uponarithmetic; therefore, special
attention must be given to the implementation of arithmetic operahitos.important are
addition and multiplication in wbh the arithmetic wordlength must incredseprevent
arithmetic overflov from input to outputFPGAs allow wordlengths to be specified with
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complete flexibility, and without any computational overhéxefore FPGAs arrived, DSP
circuits could be constrted but with less flexibility such as integrated circuits and gate
arrays but had fixed wordlengthghis also caused operations with shorter wordlengths to
be just as computationally expensive due to requiring one exedDfdts are still useful,
particdarly for sequential processing, and often complement FPGAs in a DSP system,

especially when FPGAs allow the user to choose exactly the required wordingth

3. DSP-FPGA Design Fundamentals
a. General FPGA Architecture

In [8], the training course describ#sat nost of the FPGA area is logic fabric
which is the building blocks of combinational and sequential elements connected by local
and longdistance wiresinput / Output Blocks (IOBs) allow signals to be routed into and
out of the FPGAThe logic fabricds made up from CLBs and signals are routed between
CLBs wusing programmable interconnectdhe programmable aspect of the
interconnections is partly realized by the Switch Matrices located beside eacCCRS8
containglicesthatcontain LUTSs, FlipFlops(FFs), and a few logic gaté®]. The functions
implemented by these resources are programmable patatkbythe design procesas

depicted in Figurd2.
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Figure 12. ModelDesignEnvironment thaProvides arintegratedVorkflow for
Faste'WaveformEngineering.

The training course agrees thagic units differ in size, composition, and name.
However, in all cases, their Logic Blocks include both combinational logic and registers,
and routing resources are required for connecting blocks togethes.can be utized in
four modes: to implement a combinatorial logic functias Read Only Memory (ROM),

asRandomAccessMemory (RAM), or as shift registef8].

In more recent FPGAghe training course states ththe grouping of slices into
CLBs has changed to Ae#s per CLBFrom a higHevel perspective, a slice from one of
the 4dlice CLBs consists of 2 LUTs and 2 FFowever, in newer devices, the grouping
of LUTs and FFs into slices differ&s mentioned previously, LUTs can also be configured
as RAM,i.e., memory that can be written to, as well as read friodils can also act as
shift registers (SRLs). A-thput LUT can provide up to 16 bits of memory and implement
up to length 16 shift registenshereas a-énput LUT can provide up to 64 bits of memory
andimplement up to length 32 shift registafghen building shift registers or RAMs using

distributed resources.€., LUTs), several LUTs can be combined as necessary to build
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larger sizesLikewise, RAMs capable of storing more bits can be created by oamgbi

LUTs (although for very large memories, Block RAMs are a more appropriate cf&}ice)

As well as implementing 16 or 32€., maximum length) shift registers, they can
also be programmed to implement any length up toabatated by the training wse
The slice FF at the output of the LUT can be used to add armibketock cycle delay
which is beneficial for timing performanddence with one LUT-FF pair, a delay of up to
17 clock cycles can be realized. In other types of FPGAs, with SRL8ZRs per LUT,

up to 34 cycles can be implemen{&t

The training course goes on to say tlBs feature a pad which allows a signal on
the FPGA to be connected to an external signal (input/output direction is defined by
multiplexers).IOB FFs mayoptionally register signals as they enter or depart the chip;
registering inputs and outputs is generally recommended and beneficial for timing

performanceUltimately, one IOB is required for eackbit signal[8].

The training course determines thatleFPGA device is normally associated with
two or more package$he choice of package defines which of the IOB pads on the FPGA
are physically bonded to pins on the package, and therefore which IOBs are available for
use.Therefore, some of the IOBs may et connected to a piBome of the IOBs may be
connected to pins which are used for reserved purposes (like power provision
programming etc.), and hence are not available to the user. Depending on the package
chosen, many fewer usable pins may be avial#tan the maximum number the FPGA
device would supporflTo clarify, the term bonded IOBs is given in resource utilization

reports and unbonded IOBs are not available when using that particular pggikage

b. Memory

In [8], the training course reveals thetlumns of dedicated memories (Block
RAMSs), and highspeed DSP functional blocks (DSP48x slices) are also integrated into the
array. The spacing of Block RAMs and DSP48ssparsetthan CLBs.Block RAMs are
located in columns close to the edges of the FR@Auffer input and output data from
the chip) and next to DSP blocks (for enhanced DSP performakaba@ijionally, Block
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RAMs can be combined to form larger RAMs or be subdivided into smaller ones while

also being implemented &sst-in first-out buffers[8].

Additionally, these arrangements allow for DSP48 to become dedicafedpeed
arithmetic blocks and Block RAMs to become dedicategh-speedmemory. DSP48
comprise a multiplier, accumulator, and in most cases,-adufer. They also hawevera
internal registers provided such that the DSP48 may be configured to paedueral
different functionsBlock RAMs are more suitable than distributed RAM.(using LUTs
as memory elements) for larger memori€be width of Xilinx memories is 18its.
However, they can also be configured to operatseweraldifferent dimensionsFor
example, the number of entries can be doubled if the storage wordlength is shortened to
ninebits[8].

C. Communications Interfaces

In [8], the training course states th&ilinx supports high-speedconnectivity
applications by embedding hard Internet Protocol (IP) blocks into its dekikeDSP48
slices, these are dedicated blocks of silicimey have a compact footprint and camsu
much less power than an equivalent design implemented in the logic fberoatively,
soft IP blocks are also availabl€hese are provided as Verilog hardware description
language (VHDL) source and may be incorporated into a design if reqdofdores give
the customer the flexibility to include or omit an interface in any give design, but do not

achieve the power savings of a hard d&te

Additionally, RocketlO GTP Transceivers are low power and support a variety of
protocols and standardfocketlO GTX and GTH Transceivers are higher speed
alternativesEthernet MAC Controllers and PCI Express interfaces are also avaBgble.
providing commonly used, standaiblased communicationgsterfaces as hard or soft

cores, Xilinx reduces the desigfiaet required by its customefs].

d. Clocking Resources

In [8], the training course notes thatgital Clock Managers (DCMs)indertake

severafunctions.One of these is to provide deskewed cloclks, a different copy of the
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synthesized clock is creatéar each clock region of the FPGA, appropriately phased to
account for the delays in distributing the clocks throughout the de¥ioek circuits and
buffers are used to convey these different clocks tov@heusresources and regions of

the FPGA.Clock buffers also act as clock enables, and this helps to reduce power
consumption i(e., each FPGA resource is only clocked and enabled when required).
Another benefit of DCMs is that they reduce jitter present on the input dlftorke. recent
devices also iclude a Phase Locked Loop (PLL), which helps to reduce jitter fui@her

Additionally, Clock Management Tiles (CMTs) were introduced in the Vifex
series, with each CMT comprising 2 DCMs and 1 PE&ach of these components can be
used in isolation omi cascade with another elemefstcommon such usage is to precede
the DCM with a PLL in order that the PLL filters jitter from the input reference sjghal

Finally, Mixed Mode Clock Managers (MMCMs) first appeared in the Vigeand
Spartar6 series, Bo based around the DCM and PLL, but offer enhanced optans.
example, instead of tHeur coarse clock output phases provided in the VigdkP, 9C,

18, and 2760), the MMCM provides 8 (atD 4%, 9¢°, 132, 18C¢, 223, 27, and 315).
Fine-grainedphase shifting is also possible, and the achievable resolution depends on the

clock frequency8].

e. Critical Path and Clock Frequency

Signals experience logic and routing delays through all logic paths as they
propagate from one clocked register torlke&t. The critical path of a system is defined by
[8@ DV 3\ WKH ORQJHVW FRPELQDWRULDO ORWLIFVSIDWIQ EHHW\Z -
in terms of propagation tim&he critical path delay is the delay along the critical gagh,
the longest colmnatorial propagation delay through the circtibwever, the critical path
delay relates to any group of combinatoiiadic thatcould be simple gates or more

complex operationsuch asrithmetic calculationgg].

Additionally, when considering arithetic, the training courseotesthat the signals
are not single -bit wires, but buses formed from several bits, in accordance with the
arithmetic wordlengthsThe last bit of the result (the most significant bit, in the case of
addition and subtraction}k inot available until the calculation is complete, and all the
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necessary carries have propagated from the least significant bit to the most significant bit.

Therefore, the longer the arithmetic wordlengths involved, the longer the criticdBpath

The taining course also notes thahen the logical operations are significant, the
associated logic delays dominate over the routing delds.H WHUP BSURXWLQJ GH
describes the time it takes signals to travel along the wires through, switch matrices and so
on, between the logic elements in the circtiK H SORJLF GHOD\" GHVFULEHV WK
a signal to pass through the logic elements in the ciRGR-FPGA designers must have
a greater influence over logic delays in terms of how the design isrsetdlementation.
Routing delays are largely managed by the design tool (specifically the place and route

process), or at a more advanced level, by manual intervention in this pAsdsscribed

in [8], this leads to the critical path delay , which is the sum of several logic and

routing delays therefore

(4.2)

The critical path is significant because it restricts the maximum frequency at which
the design can be clocked described within the training courge shown in (4.1), the

critical path is the sum of several logic and routileays which directly relates to the

maximum clock frequency as described irg] as

(4.2

Therefore, if the total  is 1.6 ns within the design, then

(4.3)

This means that if the clock frequency applied is less than 625MHz, then a signal

leaving one register arrives at the next register within on clock period. This is vital to
preserve KH LOQOWHJULW\ RI WKH[GFELUFXLWTV IXQFWLRQDOLW\
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Forthe design to be valid, the output from the combinatorial logic must become
valid during the same clock period as the infiuhis were notthe case, then it would be
as if the combinatorial contained &tbck delay, which of coursedannot From a
mathematicaperspective, this would fundamentally change the implemented algorithm,

thus making it incorrect.

Signal changes occurring durifgetsetup and hold times of the registers must be
avoided as well,.e., a short period before and after the active clock transitience the
true minimum clock period islightly longer than the critical path delay, more accurately

described in§] as

(4.4)

The FPGA design tool®(g.,Xilinx ISE) will take these into amount when

analyzing the minimum clock period.

Having noted the dependence of clock frequency on lendtiteebmbinatorial
logic pathwithin the training coursedditional registers would be insertedreak the
combinatorial logic path to an acceptblze.This process is referred to as pipelining.
By dividing the combinatorial logic path into two equal sections, a pipeline register
increases the maximum clock frequency by a factor Biiovever, for every pipeline

register, the latency is increadgglone clock cyclé8].

In many cases, increasing the latency by one or two clock cycles to improve
timing performance is an acceptable outcome. However, one notable exception is in
feedback loops where each new calculation cannot start until the rethdtlast one has
been computed; in this instance, delaying the readiness of the output is not Mapdul.
generally, pipeline registers must be placed within a design accaodinfprmal method

to preserve the integrity of the DSP function implemdriig the circui{8].

f. FPGA Power Consumption

In [8], the training course describes tR&GA power consumption comprises two
components: static and dynamic powd?GA companies are driven to reduce b8tiatic

power consumption is associated with thecwiry that maintains the programmed
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configuration of the FPGAThis is ultimately affected by transistor leakagerent, which

tends to rise with smaller process geometries and it is effectively constant for any given
device.Dynamic power consumption &tributed to the switching of logic elements due

to the actual processing of data by the configured deligrontrast, this tends to reduce

with shrinking process geometries.

Additionally, FPGA companies can reduce static power consumption via tigendes
of their devices, in terms of both process and architedByreéeplacing commonly used
functionality with integrated silicon blocks, they can reduce both static and dynamic power.
Dynamic power consumption varies linearly with capacitance and fregaealcwith the

square of the voltaggescribed in§] as
(4.5)

A DSPengineer can influence dynamic power consumption through intelligent
design.For example, polyphase filters can be used to implement rate changes in multi

rate designs while clocking each circuit element at the lowest possib|8]rate

g. Partial Reconfigumation

In [8], the training course mentions thatrpal reconfiguration is a relatively new
technique whereby selected partitions of an FPGA device are allocated with two or more
different modules but configured with only one of them at any given fiilmese modules
can be used to reconfigure the selected partition without affecting the rest of the FPGA

design while maintaining multiple such regions on one device.

Additionally, reconfiguration is accomplished by downloading the bitstream of the
desired modike onto the FPGAThis replaces the existing configuration of that partition,
effectively swapping the old design out and inserting the new one in its pladel
reconfiguration is therefore ideal when the design can be separated into functional blocks
occupying the same area on the FPGA and when only one of these is required at any one

time.

Subsequently, the training course states thatet are several potential benefits
associated with partial reconfiguratidfirstly, from a commercial perspectivesing this
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techniqgue may mean that a significantly smaller FPGA device can be specified, thus
leading to cost savingAs the design consumes fewer FPGA resources, it will also expend
less static power than an equivalent design in which all modulesagepmed on the
device simultaneouslyAnd finally, from a development perspective, partitioning the
design in this manner may be more suitable for an engineering team undertaking a large

and complex FPGA design.

Partial reconfiguration is also an enabbérsoftwaredefinedradio, wherein the
functionality ofhigh-speedSP subsystems running on the FPGA are defined at runtime,
via softwarg8].

h. Implementation Metrics

The training course mentions thattell if a design is good givetine architecture
of an FPGA, the goal is to optimize one of the following metrics or to achieve a desirable

balance between them:

(1) Resource Utilization / Area&The amounts of the various FPGA resources
required to implement the user desigrhis primarily includesslices,
DSP48s, and Block RAMs

(2)  Timing PerformancetThe maximum frequency at which the circuit can be
clocked.This is affected by the critical path.

3) Power ConsumptiorrOverall FPGA power consumption is affected by the
dimensions bthe FPGA, the number of circuit elements being clocked, and
their frequency of operation.

Additionally, there are certain interactions between these three mefiues.
example, often the technique of pipelining is used to reduce the critical path €ifja de
and hence increase the maximum frequency at which it can be cl@gielihing involves
the insertion ofregisters, whictobviously increase the overall resource cbkiwever,
with the increased clock frequency, improved resource sharing may kblg@oksnce
reducing resource cost, etthe implications of the design choices are not always
straightforward.Therefore, achieving the best balance requires intelligent DSP design

based on knowledge of the device architec8}e
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C. XILINX VIRTEX ULTRAS CALE+
1. Overview

a. Product Description

In [21], theXilinx webpage states that 39 LUWH[S 8OWUDG6FDOH E )3*$ 98&
Evaluation Kit is the ideal development environment for evaluating the cutting edge Virtex
UltraScale+ FPGAs. Virtex UltraScale+ devices provide highest performance and
integration capabilities in a FINFET node, including both the highest serial I/O and signal

processing bandwidth, as well as the highestldp memory density[21].

The webpage continues stating tHastkit is ideal for probtyping applications
ranging from 1+ Th/s networking and data center to fully integrated radanfeamyng
systems [21].

b. Key Features andBenefits

Presented in [21], the following key features and benefits are listed accordingly:

(1) Dual 80bit DDR4 Comporent Memory
(2) RLDRAMS (2x36-bit) Memory

3) Dual QSFP28 Interfaces

(4) PCle Gen3 x16 (V.. = 0.85V)

(5) VITA57.4 FMC+ Interface

(6) VITA57.1 FMC Interface

(7) Samtec FireFly Interfad@1]
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2. Hardware

Depicted in Figure 13 is the Virtex UltraScale+ board and chipsetvdsatitilized
throughout the research conducted for this theBable 5 is an additional list of features
that are broken down according to functionality. Table 6 provides a list of total available

resources for area utilization or logic fabric utilipati

Figure 13. Virtex UltraScale+ VCU 118 Evaluation Boai®ource [21].
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Table 5. Virtex UltraScale+ VCU 118 Evaluation Board Features.

Source: P1].
Communications & . Expansion : :
Networking Clocking Connectors Configuration
10/100/1000 Mbps SI5335AQuad Clock FMC+ HSPC Onboard JTAG
Ethernet (SGMII) Generator connector (24+ | configuration circuitry to
28Gbps GTY enable configuration over

Transceivers, 80
differential user
defined pairs)

USB

Dual 4x28Gbps
QSFP28 cages

Si570 1IC Programmable
LVDS Clock Generator

FMC HPC1
connector (58
differential user
defined pairs)

JTAG header provided for
use with Xilinx download
cables such as the Platform
Cable USB I

Samtec FireFly
4x28Ghbps Interface

S15328C Clock
Multiplier and Jitter

PMOD header

QSPI flash memory

Attenuator

Dual USBto-UART 2X SMA MGT lnc
Bridge with miceB Reference Clock inputs
USB connector
RJ45 Ethernet 1 SMA User Clock input|
connector
PCI Express endpoint
Gen3 x 16

Control & I/0 Memory Display Power

User Push Buttons (x5)

Two 4 GB DDR4
component memory
interfaces (five [256 Mb
x 16] devices each)

Users & Status
LEDs

12V wall adapter or ATX

User DIP Switch (4
position)

4 MB RLD3 component
memory interfaces (five
[256 Mb x 16] devices
each) ICEEPROM:
8Kb

PMBUS & System

ControllerMSP430 for
power, clocks, SBCard
and 12C bus switching

Micro Secure Digital
(SD) connector 1Gb
Quad SPI Flash

Table 6.

Total Resources for Project Pattvu9pplga21042L-e-esl.

Resource Total Available
LUT 1182240
LUTRAM 591840
FF 2364480
BRAM 2160
DSP 6840
10 832
BUFG 1800
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D. SIMULATION PROCESS

To produce the results in the following chapter, a specific process involving
ODWK:RGBGNVYOLQN DQG ;LOLQ[TV 9IheBeGRrpPWINb/suppliek WLOL]HC

within this section.

First and foremosthe correct versions of MATLAB and Vivado must be installed
for the HDL Workflow Advisor (that will be discussed later) to work corredihe correct
pairings are MATLAB R2017b and Vivado 2016.4 and for future iterations, MATLAB
R2018a would be compatéwith Vivado 2017.1+Hn Table 7, a full list of toolboxes and
addons is providedOf those, the essentials are the Communications Toolbox, DSP
System Toolbox, Filter Design HDL Coder, FixBdint Designer, Fuzzy Logic Toolbox,
HDL Coder, HDL Verifier RF Blockset, RF Toolbox, Signal Processing Toolbox, and any
of the FPGA for Simulink Toolboxes / Adahs that are available at the time.
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Table 7. List of Installed MATLAB/Simulink Toolboxes

andAdd-ons
Aerospace Blockset Version 3.2 (R2017b) Polyspace Bug Finder Version 2.4 (R2017b)
Aerospace Toolbox Version 2.2 (R2017b) Polyspace Code Prover Version 9.8 (R2017b)
Antenna Toolbox Version 3 (R2017b) Powertrain Blockset Version 1.2 (R2017b)
Audio System Toolbox Version 1.3 (R2017b) RF Blockset Version 6.1 (R2017b)
Automated Driving System Toolbox Version 1.1 (R2017b) RF Toolbox Version 3.3 (R2017b)
Bioinformatics Toolbox Version 4.9 (R2017b) Risk Management Toolbox Version 1.2 (R2017b)
Communications System Toolbox Version 6.5 (R2017b) Robotics System Toolbox Version 1.5 (R2017b)
Computer Vision System Toolbox Version 8 (R2017b) Robust Control Toolbox Version 6.4 (R2017b)
Control System Toolbox Version 10.3 (R2017b) Signal Processing Toolbox Version 7.5 (R2017b)
Curve Fitting Toolbox Version 3.5.6 (R2017b) SimBiology Version 5.7 (R2017b)
DSP System Toolbox Version 9.5 (R2017b) SimEvents Version 5.3 (R2017b)
Data Acquisition Toolbox Version 3.12 (R2017b) Simscape Version 4.3 (R2017b)
Database Toolbox Version 8 (R2017b) Simscape Driveline Version 2.13 (R2017b)
Datafeed Toolbox Version 5.6 (R2017b) Simscape Electronics Version 2.12 (R2017b)
Econometrics Toolbox Version 4.1 (R2017b) Simscape Fluids Version 2.3 (R2017b)
Embedded Coder Version 6.13 (R2017b) Simscape Multibody Version 5.1 (R2017b)
Filter Design HDL Coder Version 3.1.2 (R2017b) Simscape Power Systems Version 6.8 (R2017b)
Financial Instruments Toolbox Version 2.6 (R2017b) Simulink 3D Animation Version 7.8 (R2017b)
Financial Toolbox Version 5.1 (R2017b) Simulink Check Version 4 (R2017b)
Fixed-Point Designer Version 6 (R2017b) Simulink Code Inspector Version 3.1 (R2017b)
Fuzzy Logic Toolbox Version 2.3 (R2017b) Simulink Coder Version 8.13 (R2017b)
GPU Coder Version 1 (R2017b) Simulink Control Design Version 5 (R2017b)
Global Optimization Toolbox Version 3.4.3 (R2017b) Simulink Coverage Version 4 (R2017b)
HDL Coder Version 3.11 (R2017b) Simulink Design Optimization Version 3.3 (R2017b)
HDL Verifier Version 5.3 (R2017b) Simulink Design Verifier Version 3.4 (R2017b)
Image Acquisition Toolbox Version 5.3 (R2017b) Simulink Desktop RealTime Version 5.5 (R2017b)
Image Processing Toolbox Version 10.1 (R2017b) Simulink PLC Coder Version 2.4 (R2017b)
Instrument Control Toolbox Version 3.12 (R2017b) Simulink Real-Time Version 6.7 (R2017b)
LTE HDL Toolbox Version 1 (R2017b) Simulink Report Generator Version 5.3 (R2017b)
LTE System Toolbox Version 2.5 (R2017b) Simulink Requirements Version 1 (R2017b)
MATLAB Coder Version 3.4 (R2017b) Simulink Test Version 2.3 (R2017b)
MATLAB Compiler Version 6.5 (R2017b) Spreadsheet Link Version 3.3.2 (R2017b)
MATLAB Compiler SDK Version 6.4 (R2017b) Stateflow Version 9 (R2017b)
MATLAB Report Generator Verson | 53 | (R2017b) %ﬁ‘)‘lﬁgfand Blaehinglisaning Version | 112 | (R2017b)
Mapping Toolbox Version 45.1 (R2017b) Symbolic Math Toolbox Version 8 (R2017b)
Model Predictive Control Toolbox Version 6 (R2017b) System Identification Toolbox Version 9.7 (R2017b)
Model-BasedCalibration Toolbox Version 5.3 (R2017b) Text Analytics Toolbox Version 1 (R2017b)
Neural Network Toolbox Version 11 (R2017b) Tracking and Sensor Fusion Toolbox Version 1 (R2017b)
OPC Toolbox Version 4.0.4 (R2017b) Trading Toolbox Version 3.3 (R2017b)
Optimization Toolbox Version 8 (R2017b) Vehicle Network Toolbox Version 3.4 (R2017b)
Parallel Computing Toolbox Version 6.11 (R2017b) Vision HDL Toolbox Version 1.5 (R2017b)
$2:||§(|J5|ﬁerenna| (EEpEER Verson | 25 | (R2017b) WLAN System Toolbox Version | 1.4 (R2017b)
Phased Array System Toolbox Version 3.5 (R2017b) Wavelet Toolbox Version 4.19 (R2017b)

Once all software tools are established, an active license must be procured for
whichever FPGA is being utilizedn this case, a specific license was activated within
Vivado allowing synthesis and implementations to occur for the specific board that was
selected.e., Project Partxcvu9pplga21042L-e-es1.Without a valid license, theivado
projectsto be createdrgorior ones to be reviewed will not be allowed.

The next step is to ensure that the HDL Workflow Advisor is properly synced with
Vivado. To do this, input the command shown in FigureHBdsure the drive path for the
system at use and the Vivado versiarescorrectThe vivado.bat file is the key to a proper

sync.
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Figure 14. MATLAB / Vivado Sync Command

If this is successful, a return shown in Figure 15 will appear.

Figure 15. SuccessfuMATLAB / Vivado Sync Return

Now that MATLAB and Vivado are synced, the Simulink descan be opened /
created.Once a design is created and run with no errors, it is time to synthesize and
implement the design through Simulinko do so, go to Code >> HDL Code >> HDL
"RUNIORZ $ @&y shdwhUn«Figure 18&nd at this point, a peypp will occurshown
in Figure 17 This pop-up allows the user to select which system within the design to be

synthesized anmnplementedindividual pieces or the entire design can be selected.

Figure 16. HDL Workflow Advisor Selection
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Figure 17. System Selector Peyp.

Onceselected, the HDL Workflow Advisor will pepp. Now using the arrows to
the side of each folder, open them to see the list of categories withirFeaaie. 18 shows
the exact setup for this thesa Section 1.1 The Target Workflow, Family, Device, and

Project Folder will all require inputdNote: always press apply after any changes in all
HDL Workflow Advisor windows.

Figure 18. Section 1.1Set Target Device and Synthesis T@dhdow.
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In Section 1.2, the target frequenisythe frequency in which the FPGA will run
the designNormally, naming conventions are of *subsystem name*_*target frequency* is
applied to the Simulink design so that when it is run in HDL Workflow Advisor, separate
runs using different frequencies iMie noticeableln this example, 100 MHz is being
selected.

For Section 2 and all subsections, nothing needs to be alter&ection 3.1.1, the
IDQJXDJH QHHGYVY WR EH FKDQJHG WR yérididie @deebbillyQ G WKH E
report,generate rgource utilization report, angenerate optimization report need to be

checked as depicted in Figure 19.

Figure 19. Section 3.1.1Set Basic Options Windaw

INSHFWLRQ HQVXUH WKDW WKH UHVIH&IsecEH LV FKD
the ports tab in thedalitional settings section and ensure there is no check in front of the

minimize clock enables boas shown in Figure 20.
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Figure 20. Section 3.1.2Advanced Options Window

The remainder of options within Section 3.1 will be selet@sked on experience
with the design and softwar8ection 3.2 does not require any changes unless the FPGA
being utilized is supported by Simulink like a Virtex 7, if so, then generate test bench can
be selected as well as generate RTL cbldortunately the Virtex Ultrascale+ is still not

properly supported biathWorksis aware of the demand for future patches.

In Section 4.1, a synthesis objective can be selected at thislpamte is selected,
then a default synthesis will be creatbdt can b later examined through Vivaddlithin
Section 4.2, ensure all boxes within the Input parameters for both 4.2.1 and 4.2.2 are clear.

‘KHQ DOO LV VHW WR WKH XVHUYV VDWLVIDFWLRQ ULJKW F
as depicted in Figure 21
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Figure 21. Section 4.2.2Run Implementation Window

As the program runs, check marks will begin to appear to each section and
subsectionAt any point a section does not pass, it will end the run with an error output.
As the HDL Workflow Advisor continues to ruan HDL Generation Report Summary for
the design will be createdhis will provide valuable information regarding I/O bits, total
utilization, and latencyDepending on the sophistication of the design, running HDL
Workflow Advisor from start to implemeation can take from 30 minutes up to one hour
GHSHQGLQJ Rotdce¥gsding piweHand &vailable RAM

Upon completion, the user will then open the folder in which the project was saved.
Within the folder, a Vivado Project File will be createith the naming convention that
was previously establishelxecute this file and Vivado will automatically startup and run
the selected fileOnce the Vivado Project File opens, the user will be abMsieally
analyze the outcome as depicted withintrehapter$ resultslf additional synthesis and
implementation strategies are required, click on the bukoW WKH ERWWRP RI WKH
5XQV’~ #btdepicted in Figure 22.
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Figure 22. Create Runs button

Once selected, navigate through the different opttbat pertain to the new runs.
There are different strategies for both synthesis and implementBtieniser can then load
a queue of many different run strategies and allow them to process while the user is away
from the computerOnce the queuef creded runs is complete, right click on the run that
UHTXLUHV DQDO\]LQJ D Q Ghi¥wilupdate/alt the Wuads panelsYdthé

selected synthesis and implementation.

E. CHAPTER SUMMARY

In this chapter, it was presented thatleveragng the knowledge of DSP theory,
finite wordlength effects, the architecture of BfeRGAdevice being targetedihile addng
D '63 LPSOHPHQWDWLRQ VSHFLDOLVWYfVY NQRZOHGJH DQ HI
to FPGA hardware can be achievddseamlesand invaluableprocessrequires a good
understanding adlesign flow andhe Electronic Design Automatiomools being tilized.
Verification and testing is also an essential element in ensuring the design works as
intended Furthermoreintegration isnecessgy to ensure the DSP design works within the
larger systemThe tapter finished with the steps and process necessary to replicate the
simulation, synthesis, and implementation results of this thesis meiehapte
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V. MODELING, SYNTHESIS, AND IMPLEMEN 7ATION
RESULTS

Within this chapter the modeling, synthesis, and implementation results are
presentedThe time required to simulate each mottebugh HDL Workflow Advisors
15-30 minutes depending on tb&erall computing power of the useé8ubsequentlythe
time required to synthesize and implement one run for each model is an additional 30
minutes to an houOne run is defined as a synthesis and implementation pair chosen by
the user to maximize or balance the given parameters of either utilizatia)) gawer, or
timing. The usercanqueue multiple runs withiNivado, but these runs will be processed
simultaneously by the computer tasked to doréerefore, if the computer is not capable
of multitasking large CPU and RAM intensiakyorithms it is highly recommended to not
gueue for multiple runsgdowever, if the computezan procesan intensive workload, it is
realistic to queue -80 runs and allow the computer to continue synthesizing and

implementing the runs overnight.

The requirements for a stessful DRFM anthreestagecompressionvere never
explicitly defined throughout thisearchThis led to an exploration of FPGA capabilities
as shown through the data presented in this chapteough tlesedata, it can best be
served as a guide tdwat is to be expected once detailed parameters are set for each system.
For example, if the system going tobe placed in a radar that is required to run many
different systems on the same FPGA, then ameéming optimization may be most
beneficialdepending which is more important at the tinGn the other hand, if the system
was to be placed within an aircraft, then power optimization may be most beneficial to not

exclude overalpowerresources to more vital components within the aircraft.

There arawo digital systems: the DRFM andreestagecompression for an LPI
radar.Thethreestagecompression includes a data storage component required for proper
simulation resultsSimulink models were all built manually, and the simulations were
verified using pre-existing MATLAB code developed from past thesis resulisese
models on their own are not complete and shall be explained within this clragiee. 23
is a screenshot from Vivado giving a detailed explanation, which populated for every
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model ancevery runThis figure is stating that although the model successfully synthesized
and implemented, due to I/O pins not actually being connected either logorally
physically (through the model), the implementation may cause severe harm to an FPGA.
Thesel/O pins are essentially placeholders until the design is finished and for each bit of
I/O that is left unconnected, the overall I/Odpuntavailable on the FPGA shall be taxed.
This is evident in incomplete designs because all other parameters wdkapjoe normal
except for 1/O which will appear to be utilizing a much higher number than what is
required These indicatorshould be treatedsaguide foridentifying open portandshould

not be alarming unless the desigrronsideredinalized Oncethese ports areonnected,

the I/O utilizationshall reduce significantly.

Figure 23. Implementation Critical Warnings.
54



After analyzing the data across all six models, there were a few observations that
became common amongst allhe first was previously mewtned regarding the 1/O
utilization. The second observation is regarding the thermal pdinean be noted that the
Junction Temperature and Thermal Margin are inversely proportional to one atidktzer.
Junction Temperature rises by 0.1 degree CeldiasThermal Margin can be expected to

decrease by 0.1 degree Celsius.

The third observation is regarding the Vivado Default riihg@se are the runs that
were created through Simulink in the HDL Workflow Advisbr.nearly all cases, these
were runwith no specific synthesis or implementation strategiémrefore, the results
appear to be skewed in comparison to the other results within the sameAiftedehards,
the runs varied the synthesis strategy (seven different options) while maintagsagib
implementation strategy (twenseven different options) except for the DRFM model
this model used the Performance Explore strategy versus the Performance_ Retiming
strategy like the rest of the modelThe DRFM model also did not run a
Flow_AreaOpimized_medium synthesis strategyhe reasons for not testing twenty
seven different implementation strategies may appear to be obvious but it must be noted
that the shear amount of time required for one set of synthesis and implementation runs
becomes unfeasiblhen multiplied bytwenty-seven.So, the implementation became a
control within this research in which allows the user to analyze the resultSferingjf
synthesis strategie©nce design requirements are set, a few selected implementation

strategies can be used in multiple variations with the synthesis strategies.

A. DIGITAL RADIO FREQUE NCY MEMOR Y (DRFM)

Project NameDRFMver2_vivado

Implementation Sategy:Performance_Explore

1. Model

The DRFM Simulink model in Figure 25 was built based off the-B13 Block
Diagram in Figure 24The DRFM Simulink model is incomplete due to no I/O connections

made to the Phase Increment Register, CORDIC, Gain Preloggifient Register, From
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Previous Range Bins for both | and Q, To Following Range Bins for both | and Q, and two
Reserved for Future Expansion slo@gith this many unconnected /O ports, the I/O
utilization is significantly higher The model uses a micn@gessor that establishes phase

and gain coefficients. These coefficients are then preloaded and then incremented into
registers. The phase increment goes through a phase adder whih @h&se input data
supplied from the CORDIC. Thel&it data are thepipelined and then processed through

an 1/Q lookup table which splits the input data into twi8 streams for both the | and Q
components. These data streams are once again run through pipelining and then multiplied
by the information stored within thgain increment register which causes the bit stream to
shift between 8 and 18 bits depending on the multiplication results. These data streams are
then bit extracting the first five bits to future expansion output ports whereas the remaining
thirteen bitsare pipelined into another adder in which the data stream is padded in the front
with three zeros. These -bfit data streams are then added witkbit6 from previous range

bins for both the I and Q components. These newitl@ata streams from this atidn are

then sent to following range bins.

To ensure a working model is complete for FPGA implementation, this design must
be linked to both a microprocessor feed as well as CORDIC feed and then connected
accordingly to the port designations. The lastpatiwould therefore become the final
output of the DRFM model. Additionally, the current DRFM model was synthesized and
implemented with ease for a target frequency of 500 MHz autonomously from all other
models. A hypothesis is that the target frequencylévonly decrease to accommodate a

more complex structure.
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Figure 24. DIS-512 DRFM Block Diagram
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Figure 25. DIS-512 DRFM Block Diagram Built in Simulink
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2. Synthesis / Implementation

Within Figure 26, the DRFM model timing resuttiee displayed for each synthesis
type run.The graph depicts the Worst Negative Slack (WNS) and is a point in the logical
path within the design having the maximum (worst) negative slack (timagy)st Hold
Slack (WHS) points to path within the designaving the maximum or worst hold (delay)
in the slackThese times are both displayed in nanosecortus WNS and WHS resulted
in positive numberswhich means that the timing of the model pass®&dnificant

deviations in WNS are displayed depending omtine however, the WHS stays consistent.

Figure 26. DRFM Model Timing Results.

Within Figure 27, the DRFM model power results are displayed for each synthesis
typerun. The graphs depict the total-@hip powerhow each synthesis run compares to
one anotheregarding power used per each static and dynamic component, and the thermal
power associated to each rdimetotal onchip power graph shows a deviation within the

Flow_PerfOptimized_high synthesized run whereas the remaining runs are more consistent
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with each otherWithin the power utilization comparison graph, many of the power
components havainimal deviations except for the DSP componevtiich indicates that

only the Flow_AreaMultThresholdDSP and Flow_AreaOptimized_high utilize ptawer
DSP. Howeva, this is consistent with Figure 28 because these two runs are the only two
that utilize DSHogic spaceThe thermal power results are identical per run.
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Figure 27. DRFM Model Power Results.
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Within Figure 28, the DRFM model utilization results are displaj@deach
synthesis type rulhe graphs depict the total and individual utilizations per Tomote,
I/O and BUFGutilization arenot provided for the Flow_PerfOptimized_high rdimese
areoutliers in comparison to the remaining runs in which use 90sli€esand 1 BUFG
slice Many tradeoffs can be captured through the individual utilization chdite. most
prominent tradeff is the fact that the amount of LUT and FFs are significantly reduced
with the use of a couple DSP as depicted through the differences between the
Flow_AreaMultThresholdDSP and Flow_AreaOptimized_high and the remaining runs.
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Figure 28. DRFM Model Utilization Results.
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B. RANGE COMPRESSION
Project NameCorrelation_Receiver_500_vivado

Implementation Strategyeformance_Retiming

1. Model

The Range Compression (also known as Correlation Receiver depending on the
publication) modeshownin Figure 29 is the first step within thieree stagecompression
which was discussed in ChapterThis Range Compression model was synthesized and
implemented with a target frequency of 500 M&lzonomously from all other models

The model implements a coherent correlatieceiverof finite durationNT where

is the number of matched periofts the signal. where he implementatiomN; =

102 and ,WhereNcand  are the number of subcodes and the subcode period

respectively To implement the coherent correlatioeceiver the signabegins bygoing
through a tapped delay bit and performs a crosrrelation between the received signal
and the complex conjugate of the reference sighlakn at each subcodthe single

correlaton value is summed ovére number of subcodds.
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Figure 29. Range Compression Block Diagram Built in Simulink
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2. Synthesis/ Implementation

Within Figure30, theRange Compressiomodel timing results are displayéar
each synthesis type rufhe graph depicthhe WNS and WHS resulted seven of eight
positive humberswhich means that the timing ofdbe modelgpassed However, the
Flow_RuntimeOptimized run failed timing causing the entire synthesis and
implemenétion of the model to failhe WHS deviated by plus or mind®2ns throughout
the graph whereas the WNS deviated by plus or nir@8ns until the noted failure.

Figure 30. Range Compression Model Timing Results.

LWKLQ )LIWEMHQJH &RP PRGHAL BRZHU UHVXOWYV DUH GLV
VIQWKHVLW KHSHREWIB BRZHU JUDSK \RKRZ/XP B H YALLDQXIVR Q

'LWKLQ WKH SRZHU XWLOL]DWLRQ FRPSDULVRPBLOUPSIO PDQ\
GHYLDWLRQV ,HIRRS W RKQ WKKIHQBK BIWWHY DGR 'HIDXOWYV GRHV
SRZHU IRU , 2 FHRPERGIHQWAKLY LV FRQEHADHEW FLUYDKG RLJ X L

'"HIDXOWYV UXQ GRKWROQRFWIBH MKHBIP.DD SROXY WRHVROQXW D U H
GHJUHIW I&X V

66



Figure 31. Range Compression Model Power Results.
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Within Figure32, theRange Compressiomodel utilization results are displayed

for each synthesis type rufhe graphs depict the total and individual utilizations per run.

To note, I/O and BUFG utilization are not provided for Weado Defaultrun. These are
outliers in comparison to the remaining runs in which@80O slicesandone (up to two)

BUFG slices No correlations can be made between individual utilizatioptggrd he rise

and fall in data can only be contributed to the actual synthesize tygaégure 33 displays

the absolute values of the Range Compression model results as simulated through
MATLAB and Simulink. A delay is noted within the Simulink resultsial to slight

modeling error.
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Figure 32. Range Compression Model MATLAB and Simulink Results
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Figure 33. Range Compression Model MATLAB and Simulink Results
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C. DATA STORAGE
Project NamebDataStorage 500_vivado

Implementation Strategyefornance_Retiming

1. Model

TheData Storagenodel shown in Figurd4 is not considered an officiatep within
thethreestagecompressioiut it necessary within Simulink to ensure the buffered Range
Compression signal is synchronized with Bwppler Filter range bing his Data Storage
model was synthesized and implemented with a target frequency of 500 MHz
autonomously from all other model3his model takes the signal from the Range
Compression model and then collects the data to produedrix end isoutputas a matrix
transpose data streaffhere are two data storagé3ne data storage is usad written
storage for later usand the other is usex$ storage that is currently beggad These data
storage<ycle through each write or @@nly useaccordingly after 4096mes102 points
are collectedTherefore, they can never write or read to the same storage consectitively

they must alternate.
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Figure 34. Data Storage Block Diagram Built in Simulink.
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2. Synthesis / Implementaton

Within Figure 35, the Data Storagemodel timing results are displayed for each
synthesis type rurilhe graph depictthe WNS and WHS resulted in positive humbers
which means that the timing of the model pas&mah WNS the WHSremainconstant
with plus or minug.075ns and.025ns deviations respectiveljo runswere at risk of

failing timing.

Figure 35. Data Storage Model Timing Results.

Within Figure &, the Data Storagenodel power results are displayed for each
synthesis type ruihe totalon-chip power graph shows a deviation of plus or minus 0.1
W except for Vivado Defaults which &12W lower than the average of the other seven
runs Within the power utilization comparison graph, many of the power components have
minimal deviations except for the I/O component which indicates that Vivado Defaults
does not require power for /O componeri®wever, this is consistent with Figur@ 3
becaise the Vivado Defaults run does not require I/O logic spBlce.thermal power

results are identical per run.
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Figure 36. Data Storage Model Power Results.
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Within Figure37, theData Storagenodel utilization results are displayed for each
synthesisytpe run.The graphs depict the total and individual utilizations per Tomote,
I/O and BUFG utilization are not provided for tiievado Defaultrun. These are outliers
in comparison to the remaining runs in which @8d/O slicesand 1 BUFGslice There

are no other variances within the Data Storage model for utilization.
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Figure 37. Data Storage Model Utilization Results.
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D. DOPPLER FILTERING
Project NamebDopplerFilter 400_vivado

Implementation Strategyeformance_Retiming

1. Model

TheDoppler Filteringnodel shown in Figur@8is thesecondstep within thehree
stagecompressionThis Doppler Filteringnodel was synthesized and implemented with a
target frequency o400 MHz autonomously from all other modelBhis model takes the
DataStorage model data stream and windows it with a Blackman window and performs an
FFT to perform theDoppler filtering. The Tonvert” Simulink block is not needed
however, it is used to increase processing time andssaemory for the coherent

integration.
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Figure 38. Doppler Filtering Block Diagram Built in Simulink
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2. Synthesis / Implementation

Within Figure 3, the Doppler Filtering model timing results are displayed for each
synthesis type ru.he graph depicts the WNS awHS resulted in seven of eight positive
numbers which means that the timing of those models pasddéowever, the
Flow_RuntimeOptimized run failed timing causing the entire synthesis and
implementation of the model to failhe WHS deviated by plus or mi&0.02ns throughout
the graph whereas the WNS deviated by plus or nir@ss until the noted failure.

Figure 39. Doppler Filtering Model Timing Results.

Within Figure40, the Doppler Filtering model power results are displayed for each
synthesis type rurif.he total orchip power graph shows a deviation of plus or minus 0.2W
however extra power is required for Flow_PerfOptimized_high, Flow_PerfThresholdCarry,
and Flow_RuntimeOptimizedhis extra power requirement is outside the steady baseline set
by the oher five runsWithin the power utilization comparison graph, many of the power
components have minimal deviations except for the 1/O component which indicates that
Vivado Defaults does not require power for I/O componéfasiever, this is consistent with
Figure41 because the Vivado Defaults run does not require 1/O logic Sgaethermal power

results are plus or min@sl degrees Celsius.
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Figure 40. Doppler Filtering Model Power Results.
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Within Figure 4, the Dopter Filtering model utilization results are displayed for
each synthesis type rufhe graphs depict the total and individual utilizations per Ton.
note, 1/0O and BUFG utilization are not provided for the Vivado Default Tinese are
outliers in compason to the remaining runs in which use 70 1/O slices and one BUFG
slice.A direct correlation can be made between LUTRAM, LUT, and/Wkhin the graph,
as less LUTRAM is used, the more LUT and FF are utilized based on the synthesis strategy.
Figure 42 diplays the absolute values of the Doppler Filtering model results as simulated
through MATLAB and SimulinkOnce again, a delay is noted within the Simulink results

due to slight modeling error.
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Figure 41. Doppler Filtering Model Utilization Results.
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Figure 42. Doppler Filtering Model MATLAB and Simulink Results
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E. COHERENT INTEGRATION
Project NameCoherentintegration_400_vivado

Implementation Strategyeformance_Retiming

1. Model

The Coherent Integratiomodel shown in Figurd3 is thethird stgp within the
threestage compression This Coherent Integrationmodel was synthesized and
implemented with a target frequency 480 MHz autonomously from all other models
This model takes the data stream from Blupplerfilter and stores it into memariach
correlating point from the next folopplermaps arehenadded accordinglylhe output

then becomes the overall output éore moduli otthe threestage compression.
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Figure 43. Coherent Integration Block Diagram Built in Simulink.
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2. Synthesis / Implementation

Within Figure44, theCoherent Integratiomodel timing results are displayed for
each synthesis type ruffhe graph depicts the WNS and WHS resulted in positive
numberswhich means that the timing of the model pas&adh WNS the WHS remain

constantvith plus or minug.025ns deviationsNo runswere at risk of failing timing.

Figure 44. Coherent Integration Model Timing Results.

Within Figure %, the Coherent Integration model power results are displayed for
each synthesis type ruhhe total orchip power graph shows a deviation of plus or minus
0.1W except for Vivado Defaults whichQ06W lower than the average of the other seven
runs.Within the power utilization comparison graph, many of the power components have
minimal deviations except for the I/O component which indicates that Vivado Defaults
does not require power for /O componeri®wever, this is consistent with Figuré 4
because th Vivado Defaults run does not require 1/O logic spdte power utilization
graph also indicates that Vivado Defaults requires far less power for clock and signals

componentsThe thermal power results are plus or mifilsdegrees Celsius.

86



Figure 45. Coherenttegration Model Power Results.
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Within Figure %, the Coherent Integration model utilization results are displayed
for each synthesis type rufhe graphs depict the total and individual utilizations per run.
To note, I/O and BUFG utilization are not praed for the Vivado Default rufhese are
outliers in comparison to the remaining runs in which &J slices and one BUFG
slice. A direct correlation can be made betwdddT and the synthesis strategis
expected, the less LUT is usaslarea is optimized during Flow_AreaOptimized_high and
Flow_AreaOptimized_mediumThen as the strategy moves towards performance, the
more resources on the FPGA are being utilifeéglure 47 displays the absolute values of
the Coherent Integration modekults as simulated through MATLAB and Simuliince

again, a delay is noted within the Simulink results due to slight modeling error.
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Figure 46. Coherent Integration Model Utilization Results
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Figure 47. Coherent Integration Model MATLAB and Simulink Résu
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F. THREE-STAGE COMPRESSION
Project Namealpha3StageCompression_100_vivado

Implementation Strategyeformance_Retiming

1. Model

The ThreestageCompressiormodel shown in Figurd8 is the top-level view
consisting of the subsystem block diagram shown in Figu&hs subsysteraomprises
the Range Compression, Data Storage, Doppler Filtering, and Coherent Integration models
previously discussedThis Threestage Compressionmodel was synthesized @n
implemented with a target frequencyl® MHzautonomously from all other modelso
ensure this model is adapted for LPI detection, it must be duplicated for three separate
moduli running in parallel of each othérhis modelinputs areceiver for arRSNSP4
signal that was scripted in MATLAB and is converted iBimulink. Therefore, adata
stream is stepped through the previous models (minus DRFM) with the use of Boolean
operatorsthat act as miniature reference points thasure the data stream rengain

proper step throughout all models.
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Figure 48. Top Level Block Diagram of hreestageCompression Built in Simulink

Figure 49. ThreestageCompression Block Diagram Built in Simukin
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2. Synthesis / Implementation

Within Figure50, theThreestageCompressiomodel timing results are displayed
for each synthesis type ruihe graph depicts the WNS and WHS resulted in positive
numbers which means that the timing of the model pagk#t. WNS the WHS remain
constah WNS retained alus or minug.4ns deviatiorwhereas WHS shows no deviation
due to its consistency across ruNs runswere at risk of failing timingHowever, when
this model was run at a target frequency of 200 MHz, the entire modeltfailad across
all runs.

Figure 50. ThreestageCompression Model Timing Results.

Within Figure51, theThreestageCompression model power results are displayed for
each synthesis type ruhhe total orchip power graph shows a deviation of plus or minus
0.0273N. Overall, the power is corsent between rundlithin the power utilization
comparison graph, many of the power components have minimal deviations except for the 1/0O
componentwhich indicates that Vivado Defaults does not require power for /O components.
However, this is consistemwith Figure52 because the Vivado Defaults run does not require

I/O logic spaceThe thermal power results are plus or mi@dsdegrees Celsius.
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Figure 51. ThreestageCompression Model Power Results.
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Within Figure 52, the Threestage Compression model utilization results are
displayed for each synthesis type rihe graphs depict the total and individual utilizations
per run.To note, I/O and BUFG utilization are not provided for the Vivado Default run.
These are outliers in compaorsto the remaining runs in which use 71 1/O slices and two
BUFG slicesA direct correlation can be made between LUT and the synthesis strategy.
As expected, the less LUT is used as area is optimized during Flow_AreaOptimized_high
and Flow_AreaOptimized_edium.Then as the strategy moves towards performance, the
more resources to include FFs as well as LUT on the FPGA are being utigece 53
displays theontour plot of thebsolute values of the RSNB! signalnput into theThree
Stage Compressiomodel as simulated through MATLAB and Simulir®nce again, a

delay is noted within the Simulink results dueslight modeling errar
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Figure 52. ThreestageCompression Model Utilization Results.
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Figure 53. InputRSNSP4 Test Signal through the MATLABYd Simulink ThreeStage Compression Model
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G. CHAPTER SUMMARY

Within this chaptg the modeling, synthesis, and implementation results were
presentedlhese results were compiladingthe Simulink modeling and Vivado synthesis
and implementation tool$he data was depicted using visual graphs in which help the user
pinpoint the inflections within the data for appropriate analyaigher analysis of the data
can be done using the Vivado Data CaptureshanAppendix. Each model reacted
differently to ech synthesis strateglgowever the differences across all strategies for a
single model appeared to be minimal for smaller systamh as thes@he differences

between a Vivado Default run and the remaining runs per modelmaete cleaas well.
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VI. CONCLUSION AND RECOMMENDATIONS

This thesis involved two sequential objectivEke first objective was to generate
two Simulink digital systems: the DRFM and thws&tage compressionfhe second
objective was to synthesize and implement the given muaakbis Xilinx Vivado software
(based on area, power, timing) to ensure the designs would precisely implement onto a
Xilinx Ultrascale+ FPGA.

In this thesis, given prexisting MATLAB code simulating the desired outputs,
comparable modelaere designedn Simulink of two digital systemsThese designed
Simulink models consisted of individual components for the thtage compression
including but not limited to the range compressi@appler filtering, and coherent
integration as well as the overall designs for both the DRFM andshage compression.

The overall designed models, however, are not completéinish the DRFMmode] it

must be integrated with a CORDIC, microprocessor, goeldbjconnected) with additional
identical designswhich feed into one output for the desired deception outc®@ménish

the threestage compression, two additional models need to be created, a model for each
moduli, and run in parallel of each otherdmbsequentlylecorrelate clutter which will
maximize the unambiguous range and range resolution while suppressing the false alarm

rate of returns

The synthesis and implementation of the models with Xilinx Vivado software was
also investigated in this thesThe individual sub systems were each run separdtbb.
concept was to compare the results of varying synthesis strategies while the
implementation strategy remained the same as a form of control. This resulted in the
understanding that the target dtency at which the FPGA was clocked would vary
depending on the moddtor sub systems, they were clocked at-400 MHz, however,
the total threestage compression system could only clock atNBiz. Throughresearch,
it was found that although the oviraystem clocked significantly lower, the ability to
manually change the desired routing within the model can be done by an experienced
FPGA designer resulting in higher clock spedelsthermore, it was noted that Vivado

Default runs had significant défences in comparison to the controlled strategies.
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Therefore, the default results should be used as a guide to osgndlesis and

implementatiorstrategyand not as atandalon@ndstrategy

Going forward, each model must be compl&®do so, addibnal training would
be required for the userable8 is alist of recommended training courses that would help
facilitate successful design§hese courses are listed from basic to advancedtasd
highly recommended that the most novice user attdnitst|d coursego facilitate the
advanced designs required for proper DRFM and LPI radar operafans.the models
are complete, implementation onto the FPGA and testing is required for further interfacing

into the analog portions of the overall sys¢em

Table 8. Recommended Training Courses

MathWorks Xilinx
MATLAB Fundamentals Designing FPGAs Using the Vivado Design Sui
(3 days) 1 (2 days)
Simulink for System and Algorithm Modeling Designing FPGAs Using the Vivado Design Sui
(2 days) 2 (2 days)
Signal Processingith Simulink Designing FPGAs Using the Vivado Design Sui
(3 days) 3 (2 days)
Verification and Validation of Simulink Models | Designing FPGAs Using the Vivado Design Sui
(1 day) 4 (2 days)
Simulink Model Management and Architecture | Designing with the UltraScale and UltraScale+
(2 days) Architectures (2 days)
Generating HDL Code from Simulink Xilinx Partial Reconfiguration Tools &
(2 days) Techniques (2 days)
DSP for FPGAs
(3 days)
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APPENDIX. VIVADO DATA CAPTURES

A. DRFM MODEL DATA

Figure 54. Vivado Default Results for DRFM Model.

Figure 55. Vivado Flow_PerfOptimized_high Results for DRFM Model.
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Figure 56. Vivado Flow_AreaOptimized_high Results for DRFM Model.

Figure 57. Vivado Flow_AlternateRoutabilitiResults for DRFM Model.
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Figure 58. Vivado Flow_AreaMultThresholdDSP Results for DRFM Model.

Figure 59. Vivado Flow_PerfThresholdCarry Results for DRFM Model.
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Figure 60. Vivado Flow_RuntimeOptimized Results for DRFM Model.

B. RANGE COMPRESSION MODEL DATA

Figure 61. Vivado Default Results for &hge Compression Model.
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Figure 62. Vivado Flow_AreaOptimized_high Results for Range Compression
Model.

Figure 63. Vivado Flow_AreaOptimized_medium Results for Range
Compression Model.
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Figure 64. Vivado Flow_AreaMultThresholdDSP Results for Range
Compression Model.

Figure 65. Vivado Flow_AlternateRoutability Results for Range Compression
Model.
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Figure 66. Vivado Flow_PerfOptimized_high Results for Range Compression
Model.

Figure 67. Vivado Flow_PerfThresholdCarry Results for Range Compression
Model.



Figure 68. Vivado Flow_RuntimeOptimized Results for Range Cogspion
Model.

C. DATA STORAGE MODEL D ATA

Figure 69. Vivado Default Results for Data Storage Model.
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Figure 70. Vivado Flow_AreaOptimized_high Results for Data Storage Model.

Figure 71. Vivado Flow_AreaOptimized_medium Results for Data Storage
Model.



Figure 72. Vivado Flow_AreaMultThresholdDSResults for Data Storage
Model.

Figure 73. Vivado Flow_AlternateRoutability Results for Data Storage Model.
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Figure 74. Vivado Flow_PerfOptimized_high Results for Data Storage Model.

Figure 75. Vivado Flow_PerfThresholdCarry Results for Data Storage Model.
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Figure 76. Vivado Flow_RuntimeOptimized Results for Data Storage Model.

D. DOPPLER FILTER ING MODEL DATA

Figure 77. Vivado Default Results for Doppler Filtering Model.
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Figure 78. Vivado Flow_AreaOptimized_high Results for Doppler Filtering
Model.

Figure 79. Vivado Flow_AreaOptimized_mediuResults for Doppler Filtering
Model.
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Figure 80. Vivado Flow_AreaMultThresholdDSP Results for Doppler Filtering
Model.

Figure 81. Vivado Flow_AlternateRoutability Results for Doppler Filtering
Model.
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Figure 82. Vivado Flow_PerfOptimized_high Results for Doppler Filtering
Model.

Figure 83. Vivado Flow_PerfThresholdCarry Results for Doppler Filtering
Model.
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Figure 84. Vivado Flow_RuntimeOptimized Results for Doppler Filtering
Model.

E. COHERENT INTEGRATION MODEL DATA

Figure 85. Vivado Default Results for Coherent Integration Model.
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Figure 86. Vivado Flow_AreaOptimized_higResults for Coherent Integration
Model.

Figure 87. Vivado Flow_AreaOptimized_medium Results for Coherent
Integration Model.



Figure 88. Vivado Flow_AreaMultThresholdDSP Results for Coherent
Integration Model.

Figure 89. Vivado Flow_AlternateRoutability Results for Coherent Integratio
Model.
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Figure 90. Vivado Flow_PerfOptimized_high Results for Coherent Integration
Model.

Figure 91. Vivado Flow_PerfThresholdCarry Results for Coherent Integration
Model.



Figure 92. Vivado Flow_RuntimeOptimized Results for Coherent Integration
Model.

F. THREE-STAGE COMPRESSION MODEL DATA

Figure 93. Vivado Default Results foFhreestageCompression Model.
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Figure 94. Vivado Flow_AreaOptimized_high Results fbinreestage
Compression Model.

Figure 95. Vivado Flow_AreaOptimized_medium Results Tdreestage
Compression Model.
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Figure 96. Vivado Flow_AredMultThresholdDSP Results fdtreestage
Compression Model.

Figure 97. Vivado Flow_AlternateRoutability Results fdhreestage
Compression Model.
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Figure 98. Vivado Flow_PerfOptimized_high Results fOhreestage
Compression Model.

Figure 99. Vivado Flow_PerfThresholdCarry Results Threestage
Compression Model.
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Figure 100. Vivado Flow_RuntimeOptimized Results fbhreestage
Compression Model.
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