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PROJECT SUMMARY 

The object of proposed work is to provide an adaptive middleware framework for component-based applications 
in distributed embedded systems. Through this middleware, program.mer can make service invocation with Quality 
of Service (QoS) requirements in embedded applications to give a run-time support for dealing with various QoS 
requirements such as real-time performance and dependability of the applications. To accomplish this task, a set of 
models, specification languages and methods will be developed in this middleware. 

As the start point, the component model is developed. This model reflects the concurrency and communication 
abstractions and admits time as a first-class concept. Furthe1more, QoS prope1iies and dependency relations among 
components are introduced in this model. 

To describe QoS requirements of service invocation, we plan to develop a service invocation model. This 
model focuses on describing the real-time performance and the desired dependability level of the service invocation. 
By this model, the timing constraints on the service invocation, the desired the dependability level of this service 
invocation, the dependability level actually provided by the system, system conditions needed to be monitored, 
possible measured or observed QoS and actions to take in case of the desired QoS requirement can not be satisfied 
will be revealed. 

Basing on the component model and service invocation model, a QoS management mechanism is given out to 
improve the system robustness and dependability. QoS management is proposed to have two responsibilities. One 
is to adjust the system behavior in case of the QoS requirement of service invocation can not be satisfied, another is 
to adjust the end-system when system constraints are changed due to the change of interaction environment. In the 
first case, a framework is developed to support the QoS run-time monitor and system behavior adjustment. And 
following this framework, we focus on developing the fault-tolerance methods and model-based self-configuration 
methods. In the second cases, an adjustment mechanism should be presented to respond to the changed timing 
constraints on embedded applications. 

Another feature of the proposed middleware is its support for the service invocation. This effort will give more 
flexibility to the applications since it allows components in the systems to be reconfigured transparently without 
having effecting on applications. For this purpose, a heuristic method should be studied to do the component 
connection so that "the most suitable component" can be selected to fulfill the invoked service. 

To avoid the side-effect on the dependability of applications caused by dynamic dependency among 
components, we will provide a dependency management mechanism basing on dependency run-time monitoring. 

In summary, the proposed work will give out followings: 
(1) A component model written by "the modeling language". 
(2) A service invocation model specified by a set of quality description language. 
(3) A QoS management framework to adjust the system behavior when the desired QoS requirement of service 

invocation can not be satisfied 
(4) An adjustment mechanism in response to the changed non-functional constraints on embedded applications. 
(5) Fault-tolerance methods for each component and a model-based self-configuration method. 
(6) Component connection method basing on heuristic searching. 
(7) Dependency run-time monitoring mechanism to manage the dynamic dependency among the components. 

Through using the proposed middleware in distributed embedded systems, the QoS requirements of remote 
invocation can be dealt with at run-time, and the embedded applications can maintain the performance in the change 
of interaction environments. These will give an efficient way to support the robustness and dependability of 
embedded applications at run-time. Moreover, this middleware also results in a more flexibility to the applications 
and makes it easy to upgrade the system. Another benefit of using this proposed middleware is that the burden on 
application programmers can be reduced since the middleware hide the tedious and error-prone program.ming related 
to ensure the QoS requirements of applications at run-time. 
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PROJECT DESCRIPTION 

C.1 Objectives and Significance 

The main objective of this proposed research is to provide an adaptive middleware framework to support the 
building of dependable component-based applications in distributed embedded systems. 

Embedded systems require increasingly distributed and extremely dependable. At the same time, component­
based software is an promising one in the development of distributed embedded system since it aims at decreasing 
development time and costs by creating applications from reusable, easily connectable and exchangeable 
components. Although a lot of methods have been developed to ensure the non-functional properties of component­
based embedded applications before their deployment, run-time support is still needed to guarantee various Quality 
of Service (QoS) requirements such as real-time performance and dependability of these kinds of applications. This 
is because the interaction environment is always changed and a lot of behaviors such as the process of remote 
invocation can not be described before execution. Thus, we propose to present an adaptive middleware framework 
to provide run-time support for building dependable component-based applications in distributed embedded systems. 

This middleware allows heterogeneous components in distributed embedded systems to interoperate by means of 
service invocation with QoS requirements. It provides an adaptive framework for embedded applications to adjust 
their behaviors according to the state of system QoS and the QoS which can be provided to the service invocation at 
run-time. This apparently improves the dependability and robustness of whole applications since it prevent the 
application from failure in the case of the service invocation can not be satisfied. 

A ·main feature of embedded systems is their tightly couple with interaction environment. Their constraints may 
change at run-time because of the change of environment especially the timing constraint. Fail to response to the 
change of constraints will result in the undependability of embedded application. Thus, in this middleware, we will 
provide a mechanism to flexibly configure the resource allocation policies whereas to cope with the side-effect 
resulting from changed constraints. 

C.1.1 Significance and Benefits 

This proposed research will enable following to occur: 

(1) Enable service invocation with QoS requirements among heterogeneous components in order to provide 
run-time support for the dependability of component-based embedded applications 

(2) Enable adaptive adjustment of application behavior according to the state of system QoS and the provided 
QoS for service invocation whereas to prevent application from failure in case of failing to satisfy service 
invocation QoS requirements 

(3) Eliminate side-effect resulting from changing constraints at run-time 
(4) Allow transparently dynamical components reconfiguration in the distributed embedded systems without 

modification of applications 
(5) Reduce the burden on application programmers by relieving them of tedious and error-prone programming 

related to ensure the QoS requirements of applications at run-time 

C.1.2 Technical Barriers 

Dependable component-based applications in distributed embedded systems are hard to build. This is because: 

(1) QoS requirements maybe change during the execution ofan application 
(2) Some non-functional constraints of embedded applications such as timing maybe change because of the 

change of physical environment. 
(3) Besides function constraints, there are several non-function constraints such as timing constraints, 

computational resource limitation during the interaction of components in distributed embedded systems. 

C-1 



PROJECT DESCRIPTION 
(4) Dynamic dependency among components may cause side-effect on the dependability of embedded 

applications 

However, conventional distributed object computing(DOC) middleware are limited for the building of 
dependable component-based applications in distributed embedded systems. The limitation is as followings: 

(1) Components in embedded systems are active while object is passive. Thus, the object abstraction in 
conventional DOC middleware can not be mapped directly to the component abstraction. 

(2) Conventional DOC middleware doesn't allow applications to specify their end-to-end QoS requirements. 
(3) Conventional DOC 111.iddleware is lack ofreal-time features . 
(4) Conventional DOC middleware is lack of performance optimizations. 
(5) Conventional DOC middleware is lack of memory footprint optimizations. 

Thus, what is needed is to provide an adaptive rniddleware :framework to support the building of dependable 
component-based applications in distributed embedded systems at run-time. This rniddleware will allow 
heterogeneous components interoperate by means of service invocation with QoS requirement. And it can also 
provide capability to response to the changing constraints of embedded applications. 

C.2 Technical Approach 

C2.l Component Model and Specification 

In order to give out the adaptive middleware framework, component model should be studied at first. Unlike the 
component in general systems, component in the embedded systems is active and it is a process which heavily 
interacts with physical environment. Some actor-oriented component models [18] have been presented to emphasize 
the concurrency and communication abstractions and admit time as a fast-class concept. In this case, the 
components are parameterized actors with ports. Ports and parameters define the interface of an actor. A port 
represents an interaction with other actors while parameters represent methods that the actor provides. 

Our proposed research will extend this component model. Firstly, some QoS properties should be introduced to 
the parameters. These properties include the worst-case execution time, failure rate in last certain period of time etc. 
Secondly, since dynamic dependency among components has a direct impact on the dependability of embedded 
applications, we should describe the dynamic dependency in the component model. Thus, we can use the port to 
indicate this kind of relation. In this context, there are several "client ports" and "hook ports". Client ports describe 
all the components that possibly depend on this component and hook ports describe all the components on which 
this component possibly depends. Thus, all possible dynamic dependencies between this component and other 
heterogeneous components in the system can be revealed through these ports. Thirdly, in addition to using ports to 
describe the relation between the components, we will also include the non-functional properties such as timing 
constraints for each relation especially for the remote invocation. 

Furthermore, we will develop a "component modeling language" to describe the component model mentioned 
above. Thus, the component model should be specified using this "component modeling language" in the design 
phase. Together with service invocation model, it will form the basis for component connection, dependency 
management and QoS management. 

C2.2 Service Invocation Model and Specification 

In our proposed work, we will use service invocation instead of method invocation to fulfill the remote 
invocation to the heterogeneous components. This effort will result in more flexibility of applications. To reduce 
development cost, component reconfiguration is popular in embedded systems. Components are often modified, 
added and deleted. Since service invocation does not explicitly indicate which components and which methods 
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PROJECT DESCRIPTION 
should be involved in, it allows applications to execute without modifying the application code in case of component 
reconfiguration, i.e., using service invocation allows components in the systems to be reconfigured transparently 
without having effecting on applications. 

In order to allow user to specify the service invocation, a service invocation model should be provided. This 
model not only describes the function of service invocation but also describes its QoS requirements. It includes the 
functional part and QoS part. 

In functional part, users can only specify the service name. And the system will maintain a service list index by 
service name. Every entry in this list is a description for each service provided by the components in the systems. 
This description includes the required data to th is service, the data they desire to get from this service and the 
process description of this service. 

In QoS part, the model focuses on describing the real-time performance and the desired dependability level of 
the service invocation. To describe the real-time performance, the model should specify timing constraints on tllis 
service invocation. The tinling constraints can be induced from the specification of component model. To describe 
the desired dependability of service invocation, different dependability level should be included in the model. 
However, how to define the dependability level is application-dependent. In the simplest case, we can define three 
levels of dependability which is active, correctness and timely. Furthermore, in QoS part, the service invocation 
model will also specify the dependability level that this service invocation actually obtains from the system, system 
conditions needed to be monitored, possible measured or observed QoS such as the failure rate of components 
according to desired dependability level, and actions to take in case of the desired QoS requirements can not be 
satisfied. 

An important issue in the service invocation model is that we should study what system conditions should be 
monitored at the run-time. The selection principle is that the system conditions which have direct impact on the 
desired dependability level. For example, for the "active" dependability level, the occurrence of component's cash 
failure should be monitored while for the "timely" dependability level, the time the service invocation result is 
generated should be recorded. 

Furthermore, in order to describe the service model, a set of quality description language will be provided. 
These quality description languages will specify all the factors mentioned above. Thus, the programming developer 
can use this language to specify the service model in applications whereas to allow applications to make service 
invocation with QoS requirements in the high level summary. 

C2.3 QoS Management 

QoS management is proposed to have two responsibilities. One is to adjust the system behavior in case of the 
QoS requirement of service invocation can not be satisfied, another is to adjust the system behavior when the system 
constraints are changed. 

In the first case, QoS management is proposed to monitor the specified system QoS state during the service 
model running and give suitable adjustment policy according to the system QoS which can be provided for the 
service invocation. QoS management includes a QoS monitor and QoS controller. The QoS monitor is responsible to 
measure some specified QoS by checking specified system conditions and submit monitored event to the QoS 
controller. Thus, QoS controller de1ives the dependability level which can be provided for this service invocation 
from the monitored event. And also, QoS controller will select the suitable adjustn1ent policy to adjust system 
behavior in response to the monitored event according to fue desired dependability level specified in the service 
invocation model and the monitored system QoS state. In this proposed work, fault tolerance and self-configuration 
after the detection of fault is a typical process according to fue framework of QoS management mentioned above. 

Firstly, to improve the robustness and dependability of fue system, we should hlde fault-tolerance mechanism 
within this rniddleware. The fault tolerance methods are based on redundancy. We suppose to tolerate three types of 
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PROJECT DESCRIPTION 
fault, i.e., crash fault, value fault and timing fault. As a basis, we can explore the replica of the component [l]. Thus, 
there are several replication groups, each group is composed of one or more identical components. 

To tolerate crash fault, the method of broadcasting message among each member of replication group [2] can 
be used. To tolerate the value fault, we can provide a voter to compare the several computation results sent by 
replicas in the replication group [1]. And, to tolerate timing fault, we can use a monitor to record information 
regarding various times and omissions [1 ]. 

One feature in our fault tolerance is its adaptability. We expect to adjust the system configures according to 
desired dependability requirements of service invocation which is specified in the service invocation model, i.e., we 
will translate the high-level dependability requirements into a system configuration with an adequate level of fault 
tolerance. For this purpose, we should present a method to manage the replicas of components. And basing on this 
management mechanism, we should present a method to decide how to provide fault tolerance based on the desired 
dependability requirements of service invocation at run-time. This includes how to choose a style of replication, the 
type of voting to use, the degree ofreplication, the type of faults to tolerate, the location of the replicas etc. 

Basing on the mechanism given out above, the QoS monitor can monitor the occurrence of the failure. As 
long as this event is detected, the fault report should be provided. Then, the QoS controller will do system 
adjustment. We propose to provide a model-based self-configuration method to archive this purpose. 

The model-based self-configuration method can provide the automatic graceful degradation in response to the 
fault detected by the fault-tolerance mechanism. Self-configuration will select degradation strategy according to the 
detected error and the dependability requirement of service invocation. The main degradation strategies are 
components reassignment, component re-connection and component killing. Any kind of faults among the three can 
result in component reassignment and component killing. And only crash fault will result in component re­
connection. 

Component reassignment means relocating the faulty component to another node. This can be archived simply 
by the heuristic searching for the most suitable component to relocate the component [4]. However, this method will 
results in NP-complexity. Thus, we plan to develop a model-based components reassignment method. In this 
method, we will firstly study a modeling approach to describe the load of the nodes in the system. State chart can be 
considered as a modeling approach. Furthermore, we should also provide a searching algorithm to search the state 
chart of the system component load whereas to find the most suitable component to relocate the component. 

For the component re-connection policy, when the crash fault of the component is detected, in additional to 
component reassignment, the component re-connection should be processed. Thus, we can choose "the second 
suitable component " to fulfill the indicated service invocation. Moreover, component killing means killing the 
suspended component replica according to the fault report sent by QoS monitor. 

In second case, since the embedded systems are featured by heavy interaction with physical environment, the 
change of environment will result in the change of system constraints. For example, consider a sensor processing 
application with sampling operations and processing operations on different end-systems. Depending on the 
environment and application state, sensor sampling operations may run at any one of a set of rates. The change of 
sampling rate will result in the change of timing constraints on accordingly tasks. Fail to response to the changed 
constraints may incur the system failure. Thus, in this proposed work, QoS management will also provide the 
capability to adjust the end-system to maintain the changed constraints. In response to the changed timing 
constrains, we plan to adjust the local scheduling method on the end-system to ensure the scheduling feasibility. And 
according to the component model, we can capture the relation between the components whereas to negotiate with 
related end-systems to adjust the local scheduling methods for ensuring the changed end-to-end timing constraints. 

C2.4 Component Connection 
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PROJECT DESCRJPTION 
When the applications make service invocation, the middleware should search "the most suitable" component 

to fulfill this service, i.e., component connection should be made at this point. For this purpose, we will make use of 
the component model, service invocation model and the observed state of system QoS to make decision about which 
one is the most suitable component to fulfill the invoked service. 

In general speaking, following factors should be considered when choosing component to fulfill the invoked 
service: 

(a) Fault rate during the last certain pe1iod of time for each component 
(b) Estimated worst execution time for each component 

From the specification of component model, we can capture the worst execution time of related components' 
methods while by the service invocation model and observed state of system QoS, the fault rate during the lnst 
certain period of time for the component can be captured. Thus, we propose to involve the above factors in a 
heuristic fi.mction and develop a hemistic method to search "the most suitable component to fulfill the component 
connection. 

C2.5 Dependency Management 

In distributed embedded system, different programmers create components, often working in different groups 
with different methodologies. It is hard to create dependable applications if they do not understand the dynamic 
dependencies between components. And, at the same time, dynamically reconfigurable software can be used 
effectively in the design of embedded systems to provide many major advantages over conventional software 
development techniques. The benefits include rapid development which reduces development time and cost, ability 
to easily upgrade and maintain embedded software, and both analytic and practical tools for automated analysis and 
systematic fine tuning of the embedded system. However, since the dynamic dependencies among components exist 
in the system, reconfiguration of single components (i.e., creation of new component, destruction of a component, 
modification of a component and replacement of a component implementation) will have side-effect on the 
dependability of embedded applications if it can not be managed properly. 
i, 

~ -·· Thus, in this proposed work, we will provide a method to manage the dynamic dependencies between 
components in distributed embedded systems. The key technology that should be studied in this topic is how to do 
the run-time monitoring for the dynamic dependency. For this purpose, a mechanism called dependency nm-time 
monitor will be developed. 

Dependency run-time monitor includes event recognizer, impact pattern and dependency checker. According to 
the component model, dynamic dependency of can be reveal by the ports. Thus, basing on this, each reconfiguration 
of components generates an event, and event recognizer will indicate which components will be impacted by this 
reconfiguration according to component model. After that, an impact pattern can be generated according to the 
results obtained by event recognizer. This impact pattern reveals the potential impacts on components incurred due 
to each component reconfiguration. Thus, at the run-time, dependency checker will check the impact pattern when 
specific service invocations are made and give information about the status of components that can be used during 
component connection. 

C2.6 Other Related Issues 

C2.6.1 Request Scheduling Method 

In distributed embedded systems, several processes can make service invocation concurrently. To ensure the 
timing constraints during the interaction of components, we will provide a scheduling method to schedule these 
service invocation requests. This can be taken as a typical dynamic real-time scheduling problem. So far, many 
algorithn1S are presented to dynamically schedule tasks in real-time embedded system. We can exploit some 
priority-based scheduling methods to fulfill the schedule of service invocation requests. There are two points should 
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PROJECT DESCRJPTION 
be considered in this topic. One is how to decide the priority of each service invocation request, another is which 
algorithm should be taken to do the schedule decision for these service invocation requests. 

The priority of the service invocation request can be simply inherited from the task which sends this request. 
And regarding to the scheduling algorithm, several typical dynamic real-time scheduling algorithm can be 
considered, such as EDF (Earliest Deadline First) and RM (Rate Monimonic). 

C2.6.2 Communication Services/protocol 

We will develop several communication services/protocols to support the communication of each 
infrastructure in the proposed architecture, such as communication between the replica of each component, 
communication between the fault tolerance mechanism and self-configuration mechanism etc. These protocols will 
suppo1i the trnnslations of exchanged i.J.uom1ation involved in the communication of infrastrnctures whereas to 
provide a uniform interface to every infrastructure in this proposed middleware. 

C.3 General Plan of vVork 

C3.1 Plan Overview 

We plan to make use of some communication protocols such as IIOP in CORBA and take it as a start point to 
do additional research. Thus, we should investigate the current technologies in CORBA and study the non-functional 
properties of software component and the QoS requirement of the remote invocation in distributed embedded 
systems. 

Considering the non-functional properties of software component in distributed embedded systems, component 
model should be firstly developed. Furthermore, paying attention to the QoS requirements such as real-time 
performance and dependability in the remote invocation, we will develop a service invocation model. Basing on the 
component model and service invocation model, QoS management is presented. This mechanism will be 
implemented in two layers. In the first layer which is to monitor the state of system QoS and adjust the system 
behavior m the case of the desired QoS requirement of service invocation can not be satisfied, we plan to give the 
framework of QoS management. And also, we will provide the fault-tolerance method and self-configuration 
mechanism according to this framework. In the second layer of QoS management, we will develop a mechanism to 
adjust the end-system to maintain the changed constraints such as end-to-end timing constraints. 

Since we use the service invocation instead of method call during the remote invocation, the component 
connection method should be studied in order to choose "the most suitable component" to fulfill the invoked service. 
Moreover, to manage the dynamic dependency among components in distributed embedded systems, we should give 
out method to do dependency run-time monitoring. And some other related issues such as scheduling method for the 
service mvocation requests and communication service/protocol will be also developed. 

To use the test-bed, we can use this proposed middleware in the real distributed component-based embedded 
systems. By doing some experiments, some metrics such as reliability metrics, availability metrics, timely response 
can be evaluated. 

C3.2 Broad Design Activities 

The steps to develop the adaptive middleware framework for buildmg dependable component-based 
applications in distributed embedded systems are as followings: 

(1) Study the current technology in the CORBA. 
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(2) Investigate the non-functional features of component-based applications in distributed embedded system 

and the QoS requirements for the service invocation 
(3) Study the component model and create the "component modeling language. 
( 4) Study the service invocation model and create the quality description language to specify service 

invocation model. 
(5) Develop the QoS management mechanism which includes two layers mentioned above. 
(6) Study heuristic method to fulfill the component connection. 
(7) Develop the method to do dependency nm-time monitoring, including the conshuction of event recognizer 

and the approach to do dependency checking. 
(8) Develop the real-time dynamic scheduling algorithm to schedule the service invocation request sent by 

client components 
(9) Develop several communication protocols for the interaction between different infrastructures in the 

architecture. 

C3.3 Deliverables 

(1) A component model written by "the modeling language". 
(2) A service invocation model specified by a set of quality description language. 
(3) A QoS management :framework to adjust the system behavior when the desired QoS requirement of service 

invocation can not be satisfied 
( 4) An adjustment mechanism in response to the changed non-functional constraints on embedded applications. 
(5) Fault-tolerance methods for each component which can tolerate three kind of faults, i.e., crash faults, value 

faults and timing faults 
(6) Model-based self-configuration methods 
(7) Component connection method which makes use of heuristic searching 
(8) Dependency run-time monitoring mechanism to manage the dynamic dependency among the components 
(9) A real-time dynamic algorithm to schedule the service invocation request 
(10) Several basic communication services/protocols for the communication among infrastructure in the 

middleware :framework 

C3.4 Description of Procedure 

Based on the strengths in the proposed research work, we will perform the followings: 

(1) Provide a specification language for the programmer to specify the QoS requirement of remote service 
invocation in the applications 

(2) Provide a QoS management mechanism to adjust system behavior in case of the desired QoS 
requirement can not be satisfied and non-functional constraints on applications are changed 

(3) Constrnct a mechanism to take charge of component connection whereas to fulfill the service invocation 
(4) Give a mechanism to support the dynamic reconfiguration without affecting the dependability of the 

applications and modifying the application code 

To achieve the work described above, we will take the following steps: 

(1) Further study the non-functional constraints on the component-based applications in the distributed 
embedded systems and the QoS requirement of service invocation 

(2) Study the component model in distributed embedded systems and its specification language 
(3) Study the service invocation model and its quality desc1iption language Develop component dependency 

model and run-time dependency monitoring approach. 
(4) Study the QoS management :framework to adjust the system behavior when the desired QoS requirement 

can not be satisfied 
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PROJECT DESCRIPTION 
(5) Develop the fault-tolerance approach to tolerant three kind of fault, i.e. crash fault, value faults and 

timing faults. 
(6) Construct the mechanism to fulfill the model-based self-configuration. 
(7) Study the method to adjust the end-system when the timing constraints on the applications are changed 
(8) Develop a heuristic method to fulfill the component connection 
(9) Study the approach for dependency run-time monitor to support the dynamic dependency management 
(10) Use this middleware to the test-bed ---- the distributed component-based embedded system to evaluate 

its performance, such as measuring the effect on the dependability of embedded application resulted by 
this proposed middleware. 

C3.5 Evaluation Factors 

C3.5.1 Reducing the development cost and cycle-time 

As the technology of object-oriented and the distributed system is more and more popular, how to improve the 
robustness and dependability of the component-based applications in the distributed embedded systems becomes an 
imp01iant issue. Providing run-time support for dealing with QoS requirements of service invocation is an efficient 
way to building the dependable applications. However, this needs a lot of work to be done. The proposed 
rniddleware resides between client and service applications and services in complex software systems. Most of the 
tedious and error-prone work is encapsulated in this proposed middleware. Only thing the applications should do is 
to specify a service invocation model while most of the work is transparent to them. This dramatically reduces the 
complexity of the applications and the burden on the programmer. Accordingly, the cycle-time and effort required to 
develop high-quality real-time and embedded applications and service is highly reduced. 

C3.5.2 Improving the Flexibility of Applications 

Components in distributed embedded systems are highly autonomous. Component reconfiguration is a typical 
activity in distributed systems because of its benefit for the rapid development. Since the proposed rniddleware 
provide a service invocation style instead of the method call to do the remote invocation, it implicitly indicates the 
component which fulfills the invoked components rather than explicit indications. Thus, it is no necessary to modify 
the code of applications during the component reconfiguration. This makes component reconfiguration transparent 
to applications whereas to improve the flexibility of applications. 

However, since dynamic dependency exists in the system, component reconfiguration may result in the 
undependability of applications if there is lack of proper dependency management. To deal with this problem, the 
proposed middleware provides a dependency management mechanism basing. on dependency run-time monitoring. 
This mechanism ensures the change of component due to reconfiguration can be captured by applications whereas to 
maintain the correctness of component connection. Thus, it provides an efficient way to improve the flexibility of 
applications without resulting in the side-effect on the dependability of embedded applications. 

C3.5.3 Making Applications Portable 

The embedded systems are featured by its intensive interaction with physical environment. It is possible that 
the embedded systems are ported to a different physical environment. In this case, some non-functional constraints 
on the embedded applications such as timing constraints will be changed due to the change of physical environment. 
Fail to response to this change will result in the system failure. In the proposed middleware, the QoS management 
mechanism is responsible to adjust the end-system according to the change of timing constrains. Through this 
mechanism, embedded applications can run in different physical environment without causing the system failure. 
This will make embedded applications easier to port to different physical environment whereas to reduce the 
development cost and improve the reuse of the embedded applications. 
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PROJECT DESCRIPTION 
C3.6 Schedule 

(1) Study the current technology in the CORBA. (1 month) 
(2) Investigate the non-functional properties of component-based applications m distributed embedded 

system and QoS requirement of service invocation (1 month) 
(3) Study the component model and its specification language. (3 months) 
(4) Study the service invocation model (5 months) 
(5) Develop the quality description model for service invocation model. (2 months) 
(6) Develop QoS management framework to adjust the system behavior in case of the desired QoS 

requirement can not be satisfied (5 months) 
(7) Develop the method to adjust the end-system when the tinling constraints on applications are changed (5 

months) 
(8) Study the approaches to tolerant three kind of fault, i.e. crash fault, value faults and timing faults ( 4 

months) 
(9) Study approach to fulfill model-based self-configuration. This will include the error description language, 

modeling the component load and searching algorithm. ( 4 months) 
(10) Develop run-time dependency monitoring mechanism, including the construction of event recognizer and 

the approach to do dependency checking (3 months) 
( 11) Develop heuristic method to fulfill the component connection (3 months) 
(12) Develop service invocation request scheduling algorithm (3 months) 
(13)Develop several communication protocols for the interaction between different infrastructures in the 

architecture. (6 months) 
(14)Do experiments on the test-bed (3 months) 

C3. 7 Comparison with Other Research 

Work related to the topics discussed in this paper includes research in the areas of QoS management, 
component dependency management, fault detection and fault recovery, scheduling algorithm and networking 
protocols. 

There are several typical distributed object rniddleware have been presented. The Common Object Request 
Broker Architecture (CORBA)[23] is a standard for distributed object computing and is the broadest distributed 
object rniddleware available in terms of scope. It offers heterogeneity across programming language and vendor 
implementations. DCOM[24] is another distributed object rniddleware. Its distributed object abstraction is 
augmented by other Microsoft technologies, including Microsoft Transaction Server and Active Directory. DCOM 
provides heterogeneity across language but not across operating system or tool vendor. COM+ is the next-generation 
DCOM that greatly simplified the programming ofDCOM. SOAP is a distributed object framework from Microsoft 
that is based on XML and HyperText Transfer Protocols (HTTP). Its specification is public, and it provides 
heterogeneity across both language and vendor. Microsoft's distributed object framework .NET also has 
heterogeneity across language and vendor among its stated goals. Java has a facility called Remote Method 
Invocation (RMI) that is similar to the distributed object abstraction of CORBA and DCOM. RMI provides 
heterogeneity across operating system and Java vendor, but not across language. 

Quality Objects (QuO) was the fust rniddleware framework to provide general-purpose and extensible quality 
of service for distributed objects[36,37]. TAO was the first major CORBA system to provide quality of service , 
namely real-time performance, directly in the ORB[38]. Furthermore, there are several other researches related to 
provide QoS management in the rniddleware. [27] applies the QuO to the problem of distributed real-time embedded 
applications. Basing on the QuO, [1,2] present a method to make the remote object with dependability requirement, 
and introduce the fault-tolerance into the QuO. [22] provides a formal support for dynamic QoS management in the 
rniddleware including the specifying and verifying QoS management subsystems. [31] also presents a QoS 
management method in the rniddleware for embedded computing systems. It provides an open-source integrated 
rniddleware framework that supports adaptive distributed admission control strategies and mechanisms for end-to­
end QoS management in real-timing embedded rniddleware. 
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However, among above researches, some focus on the object abstraction instead of component abstraction 
while others only focus on general distributed systems rather than real-time embedded systems. Thus, in this 
proposed work, we present a middleware which can capture the non-functional features of components in distributed 
embedded systems. Basing on this, we also introduce the QoS management into the middleware. Compared to 
previous researches, the QoS management in this proposed middleware has multi-layer fi.mctions. It integratedly 
considers the change of system QoS itself and the change of the interaction physical environment instead of 
considering only one factor. This can make embedded systems more robust and more dependable. 

Moreover, most of current middleware use method call to do remote invocation. This will result in the 
inflexibility of applications because it has to modify the application code during the component reconfiguration. If 
the component reconfiguration is very frequent in the system, the situation is even worse. Furthermore, since this 
kind of invocation lack of knowledge about the state of the component which is indicated to be invoked, using this 
style also will incur the uncertain factor to the dependability of applications. However, our proposed middleware 
plans to use service invocation as the style of remote invocation. Since this style does not explicitly indicate which 
component or method should be involved in the remote invocation, no matter how the component will be 
reconfigured, the application codes are no necessary to be modified. And also, by the heuristic searching during the 
component connection, a benefit for building the dependable component-based applications can be derived. 

In the distributed environment, dynamic dependency should be dealt with carefully, otherwise it will have side 
effect on the dependability of applications because of the frequent component reconfiguration. Some researches such 
as [16] solved this problem by providing a separate dependency management mechanism. In our research, instead of 
separating it, the dependency management is encapsulated in the middleware. Furthermore, unlike the previous 
research [16] which provides the specific class to deal with the dynamic dependency, our research fulfill dependency 
management basing on component model and dependency run-time monitoring so that it gives a more efficient way 
to prevent the side-effect of dynamic dependency on the dependability of applications. 

In the QoS management of our middleware, one important issue is the fault-tolerance method. Since a lot of 
work has been done in this topic, we will study some "suitable" method for the distributed embedded applications 
after the deep investigation of previous methods. The provided fault-tolerance method should consider the non­
functional constraints of applications. Furthermore, our proposed research plans to provide different methods to 
tolerant different kinds of faults and associates the fault-tolerance method to the dependability requirement of 
service invocation whereas to improve the adaptability of embedded applications. 

Self-configuration in our proposed research plays an important role in improving the system robustness, some 
previous researches such as [4][5] provide an efficient way to fulfill self-configuration. However, this method is NP­
complexity since its simply component reassignment policy based on heuristic searching. Our proposed research 
plans to provide a model-based self-configuration method to reduce the complexity. 

C.4 Broader Impacts 

If this proposed architecture can be established successfully, the following can take place: 

(1) Allow the application to make remote service invocation with QoS requirements whereas to provide a run­
time support for building dependable component-based applications in the distributed embedded systems. 

(2) Improve the robustness of distributed embedded systems by the adjustment in case of QoS requirements of 
service invocation can not be satisfied and the change of non-functional constraints on the embedded 
applications. 

(3) Allow transparently dynamical components reconfiguration in the distributed embedded systems without 
modification of applications and eliminate the side-effect on the dependability of applications resulting 
from the component reconfiguration. 
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( 4) Encapsulate several mechanism which is used to ensure the dependability of applications at run-time in the 

middleware whereas to reduce the complexity of embedded applications 

C4.1 Transition of Technology 

Technology transfer will be addressed by integrating the proposed new capabilities with existing middleware 
such as COREA. Publishing results in OMG, ACM, and IEEE sponsored conferences and making toolkits readily 
available can facilitate acceptance. 

The software Engineering Group at the Naval Postgraduate School offers M.S. and Ph.D. degrees. The 
students at NPS will contribute to this research and develop effort. We also plan to integrate emerging technologies 
into the courses we teach. 

C4.2 Experimentation and Integration Plan 

The work will be performed by the faculty of the Software Engineering Group at the Naval Postgraduate 
School and their Ph.D. and M.S. Students. The principle investigators will be responsible for coordination of the 
following plan previously stated in section C.3.6 for schedule: 

(1) Study the current technology in the COREA. 
(2) Investigate the non-functional properties of component-based applications in distributed embedded 

system and QoS requirement of service invocation 
(3) Study the component model and its specification language. 
( 4) Study the service invocation model 
(5) Develop the quality description model for service invocation model. 
(6) Develop QoS management framework to adjust the system behavior in case of the desired QoS 

requirement can not be satisfied 
(7) Develop the method to adjust the end-system when the timing constraints on applications are changed 
(8) Study the approaches to tolerant three kind of fault, i.e. crash fault, value faults and timing faults . 
(9) Study approach to fulfill model-based self-configuration. This will include the enor description language, 

modeling the component load and searching algorithm. 
( 10) Develop run-time dependency monitoring mechanism, including the construction of event recognizer and 

the approach to do dependency checking 
(11) Develop heuristic method to fulfill the component connection 
(12) Develop service invocation request scheduling algorithm 
( 13) Develop several communication protocols for the interaction between different infrastructures in the 

architecture. 
(14)Do experiments on the test-bed 
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