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ABSTRACT

Direct sequence spread spectrum techniques are often utilized in encoding communications signals because they can decrease signal spectrum lower than the thermal noise floor of a receiver, making them harder to detect. Accurate and timely classification of spreading codes for message decoding has become an area of interest. In this work, we evaluate the difference in classification performance between a traditional matched filter bank method and trained neural networks. We demonstrate that trained neural networks may outperform matched filters specifically in the medium SNR range. Additionally, we explore performance of a neural network trained to detect and classify direct sequence coded signals along with a null alternative by adding a “noise only” signal classification option. We find that there is a probability of false alarm ($P_{fa}$) associated with a neural network trained to detect signals with a “noise only” classification option. We conclude that trained neural networks offer an increase in both percentage of classification ($P_c$) and time-to-classify performance. However, we also conclude that more work is required to optimize the neural network for the decoding of preamble codes of different lengths and types. This work demonstrates the feasibility of using trained neural networks for use in decoding direct sequence coded signals.
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CHAPTER 1:
Introduction

Encoding of communications signals is, tactically, an important aspect of military operations. Sending encoded signals that either the enemy cannot find amidst background noise or that are difficult to decode is the key to secure communications between assets. However, conversely, our capacity to find enemy signals and decode them efficiently can lead to intelligence gathering that allows for effective and timely decision making.

The automation and optimization of the detection and decoding of communications transmissions via deep learning can have a profound impact on our war-fighting ability. This paper proposes that a neural network trained in the classification of communications spreading codes or preambles may, in some cases, outperform the traditional methods used in practice. Neural networks, if trained properly, can classify signals more quickly and accurately, allowing for more expedient intelligence gathering capabilities.

1.1 Thesis organization
This thesis is organized in a manner to provide background material in Chapters 2 and 4, while our methods and findings are presented in Chapters 3, 5, and 6. This thesis begins with traditional methods for communications signals classification and then discusses the use of trained neural networks. For each classification method investigated, the assumptions are stated clearly to set up each training and testing experiment.

We begin by reviewing the foundation of spread spectrum techniques in Chapter 2. This chapter specifically dives into maximal-length sequence (m-sequence) signals, as these have unique properties as opposed to other code families. We then look into the traditional method of classifying m-sequences through the use of matched filters in Chapter 3.

Chapter 4 inspects the elements of deep learning via a neural network. This thesis focuses on three variations of neural networks and the differences between them. Chapter 5 is a deep investigation into the parameterization of different variables for the neural networks. We begin by: a) comparing different activation function (AF) choices; b) deciding on the
number of nodes in a hidden layer (HL); and c) varying the neural network training rate. We conclude the chapter with a performance comparison between the traditional matched filter bank method discussed in Chapter 3 and the neural networks discussed in Chapter 5.

The final chapter is an investigation into the feasibility of using neural networks to determine if a m-sequence coded signal is present in noise along with a “noise-only” alternative, as opposed to assuming the signal’s presence in the received measurement. Chapter 6 looks at the differences in percentage of classification ($P_c$) between the neural networks trained to find the m-sequence coded signal in noise and the neural networks that assumed the coded signal is already present. We then conclude by investigating the probability of false alarm ($P_{fa}$) for neural networks trained to distinguish between noise and the presence of a m-sequence coded signal.
CHAPTER 2:
Spread Spectrum Modulation

Spread spectrum utilizes a digital modulation scheme in which a signal with a small bandwidth is converted to one with a wide bandwidth [1]. In military applications, defense against jamming and message interception are high priorities when sending and receiving communications signals. Spread spectrum signals are a very common form of bandwidth expansion, which forces potential jammers to cover wider frequency spectra, thereby diluting their effectiveness [1]. In the realm of covert communications, the purpose of spread spectrum modulation is to provide the signal with a low spectral level, so that it is masked by background noise, thus making it harder to intercept [2].

2.1 Maximal-length sequences

The key to receiving or intercepting spread spectrum communications is knowledge of the code used to encode the signal. M-sequences are a commonly utilized direct sequence code, with very specific properties that are often created via linear feedback shift-register method [2]. The creation of new and longer m-sequence codes is the topic of many research papers, good examples of which are found in these reference papers [3]–[7]. Codes that are longer in length allow for more possible codes, while still following the properties of m-sequences as stated in Subsection 2.1.1.

2.1.1 Properties of m-sequences

The specific properties given in [8] and [2] are what define m-sequences. The autocorrelation property of m-sequences, which is presented in [8], is what makes this modulation scheme particularly useful for communication signals. The periodic autocorrelation function, \( \theta_b(k) \) is seen in Equation 2.1 [8]. In this equation \( N \) is the number of chips in the m-sequence, \( k \) corresponds to the \( k^{th} \) cyclic shift of the sequence, and \( l \) is any integer.

\[
\theta_b(k) = \begin{cases} 
1.0 & k = lN \\
-\frac{1}{N} & k \neq lN 
\end{cases}
\] (2.1)
The periodic autocorrelation property of m-sequences is illustrated in Figure 2.1(d) using four repeated sequences. Figure 2.1(a) and (b) show a single 31-bit m-sequence and its autocorrelation function. The autocorrelation function allows a visual representation of how closely a signal matches a copy of itself shifted in time [9]. As seen in Figure 2.1(b), the autocorrelation function of a single m-sequence is symmetrical in time about zero delay, and the maximum value occurs at time zero delay [9]. Figure 2.1(c) and (d) show the same 31-bit m-sequence repeated four times, and the autocorrelation function for the repetitive signal. This practical autocorrelation plot matches Equation 2.1 for $\theta_b(k)$. This autocorrelation function has peaks at time 0, 31, 62, and 93, all of which are the locations at which the repetitive m-sequences begin.
2.2 Detection of spread spectrum signals

In practice, communication signals are passed through a multi-layer demodulation system. These demodulators, generally, have some form of energy detector as the first layer that locates a signal in the noise. After an m-sequence coded signal is located (in time), then comes the task of actually deciphering the spreading code used such that the bits or symbols in a message can be decoded. When a received signal is expected and the code is known, this is a simple process. However, when performing covert operations in which the signal is intercepted and the code is not known, determining which preamble or spreading code is utilized to be able to detect/locate or decipher the signal is a more laborious task. There are many research papers that attempt to optimize the detection and demodulation of spread spectrum signals. Good examples of which are found in these reference papers [10]–[14].
CHAPTER 3:  
Matched Filter Classification of M-Sequences

Once a coded signal is located amidst the noise, it must then be decoded so the sent message can be read. To decode the signal, the preamble, or code used to encode the message must be known so the proper algorithm can be utilized. One method of decoding is through the use of a bank of matched filters corresponding to the many possible signals, such as the six m-sequences applied in this thesis.

3.1 The matched filter
A filter specifically designed to correlate exactly to a transmitted signal is known as a matched filter. Reference [15] goes through the theory behind the development of matched filter, ultimately leading to Equations 3.1 and 3.2. These equations give the discrete-time equivalent to the analog matched filter and its discrete correlation output equivalent.

\[ h[n] = ks^*[N_0 - n] \]  \hspace{2cm} (3.1)

\[ y[n] = \sum_{m=-\infty}^{\infty} h[m]s[n - m] \]

\[ = \sum_{m=-\infty}^{\infty} s[m]s^*[m + N_0 - n] \]  \hspace{2cm} (3.2)

In Equation 3.1, \( h[n] \) is the discrete time matched filter associated with the signal \( s[n] \), where \( n = 0, 1, 2, \ldots \) is the discrete-time index. The variable \( N_0 \) is the discrete-time length of the signal, and \( k \) is a constant [15]. As Equation 3.1 illustrates, the matched filter \( h[n] \) is created via the complex conjugate of the time-flipped version of the signal expected to be received.

In Equation 3.2, the variable \( y[n] \) is the discrete time output of the convolution between the matched filter and the input signal (i.e., the output signal when the input signal is filtered.
through the matched filter) where \( m \) is the temporary time index.

Note that the matched filter is only designed for one expected received signal. In the tactical realm of communications, each friendly force can be utilizing a different spreading code for its message transmission. Therefore, our receiver and its decoding logic must account for all possible codes to identify the preamble sequence being utilized.

In addition, in an interception operation, we are not the intended receiver of the signals being decoded. Therefore, our receiver has no prior knowledge of the code being used by the adversary transmitter. Just like in the case of friendly transmissions, a signal processing technique to classify which code is used is also needed.

### 3.2 Using matched filters bank to find m-sequence codes

Prior knowledge of all possible preamble codes being utilized is required when applying matched filters for decoding. Because of the specific properties of m-sequences, discussed in Section 2.1.1, possible sequences of a given length can be generated. We can therefore create a matched filter corresponding to each possible m-sequence of our chosen length. Then the received signal is convolved with the bank of matched filters corresponding to all the known codes being used. The matched filter with the output containing the largest peak value must correspond to one of the m-sequences being transmitted, which is then deemed to be the detected signal.

<table>
<thead>
<tr>
<th>Code Number</th>
<th>M-sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>001101001000010101110111000000001</td>
</tr>
<tr>
<td>2</td>
<td>00011011101010000100101110001111111</td>
</tr>
<tr>
<td>3</td>
<td>01110001010110001100101110001111111</td>
</tr>
<tr>
<td>4</td>
<td>001001100001011010010011100011111111</td>
</tr>
<tr>
<td>5</td>
<td>011001100001101010001000101111111111</td>
</tr>
<tr>
<td>6</td>
<td>01000100011001000111100001110011111111111111</td>
</tr>
</tbody>
</table>
Table 3.1 shows the six possible fifth degree m-sequence codes, that are each 31-bits in length. These codes are utilized in both the matched filter bank and neural network classification of input signals in this thesis.

3.2.1 Monte Carlo simulation

Our first experiment utilizes the matched filter bank approach to determine the m-sequence code present in the received signal. For this experiment, we assume the received m-sequence is one of the six codes in Table 3.1. Reference [16] describes the standard method utilized in a Monte Carlo simulation. Our simulation has 10,000 trials and a signal-to-noise ratio (SNR) ranging from -20 dB to 20 dB. For each trial, the received signal passes through each matched filter in the bank for each SNR. The classification for each trial is then decided by the matched filter output with the highest peak.

![Figure 3.1. Maximum matched filter outputs from single trial](image)

Figure 3.1 shows the maximum value for the six matched filter outputs of a single trial.
a SNR of 10 dB. In this trial, the actual signal code is number 5, which also corresponds to the matched filter containing the largest peak. Therefore, this trial is noted to have made a correct spreading code classification in the Monte Carlo simulation. The ratio between the number of times in which the classifier made the correct decision to the total number of trials for each SNR in the simulation is deemed to be the percentage of classification performance for the matched filter bank method.

Figure 3.2. Monte Carlo results for classification via matched filter for randomly selected code

Figure 3.2 shows the percentage of classification ($P_c$) curve for our simulation. For these simulations, we assume that the m-sequence code signal is already present and that signal matches one of our six m-sequences. The m-sequence corresponding to the code is randomly selected from one of the six possible codes at the start of the simulation.

Figure 3.2 shows that at SNR values from -20 dB to -7 dB there is approximately a 17%
chance that the matched filter bank method is able to classify the m-sequence utilized to encode the signal. It is not until an SNR of approximately 7dB that the matched filter bank method has above a 51.79% $P_c$. 
CHAPTER 4:
Machine Learning with Neural Networks

Machine learning utilizes neural networks to classify outcomes based on training received. Machine learning and neural networks are fundamental building blocks of artificial intelligence, i.e., our ability to train computers to make decisions without direct human input post training. The possibilities are endless when it comes to training machines to perform calculations and make decisions autonomously. Trained neural networks are able to make decisions based on calculations that are completed much faster than humans are able to complete the same type of calculations.

Machine learning optimization and automation for various tasks are the topics of many research papers. The evaluation of various techniques for more robust classification algorithms will lead to optimization breakthroughs in the future [17]–[22].

4.1 Neural networks
Machine learning is achieved via neural networks. Neural networks are comprised of hidden layers (HL) that each have a set number of nodes. Each node receives inputs from the layer before, executes a calculation based on its training, and provides an output to all the nodes of the layer that comes after.

![Figure 4.1. Visualization of neural network nodes. Source: [23]]
Figure 4.1, from Reference [23], shows a visualization of how information flows into and out of these nodes. Each node calculates a weighted sum of its inputs and their respective weights given in vector form in Equation 4.1 [23], in which \( w \) is the vector of weights from the inputs, \( x \) is the values of each input, and \( b \) is the bias of that node.

\[
v = wx + b
\]  

(4.1)

The output, \( v \), of Equation 4.1 is then put through an activation function (AF) and used as the input to the nodes of the next layer in the neural network. The final output layer then provides the user with data based on the type of learning and application the neural network is being used for.

### 4.2 Supervised learning of the neural network

There are three types of machine learning: supervised, unsupervised, and reinforcement learning [23]. This paper utilizes supervised learning, in which labeled data is used to train the neural networks for signal classification. The other applications of supervised machine learning are regression and ranking. In regression, the output is a number within a set range, and in ranking, the output is a similarity value for verification in the regression [24].

Supervised learning with a classification application is used in this paper. With this type of learning, the network is trained via a set of inputs with a known output classification. Then when the trained network is presented with an input it has never seen before, the input is processed through the neural network and a classification decision is made. Given a test set with a significant number of inputs to the neural network, \( P_c \) can then be calculated for the classification accuracy of the network.

### 4.3 Hidden layers

Hidden layers are layers in the neural network not accessible from outside, i.e., their inputs and outputs are hidden from the user [23]. The number of hidden layers in a network and number of nodes in any given hidden layer is left to the discretion of the network designer.

There can be instances in which more layers or more nodes may be beneficial to help in the
classification of complex inputs. However, the trade-off is that with each extra hidden layer and more nodes come a longer time to train the network due to the physical limits of the computer’s processing power. This thesis research looks at the differences in classification performance of networks to classify signals with changes in the number of hidden layers, number of nodes, and different activation functions in the hidden layers.

This paper utilizes three different activation functions in the training and testing of neural networks for signal classification. The *sigmoid* and *rectified linear unit (ReLU)* functions are utilized in HL calculations, while the *softmax* AF is employed for the final $P_c$ output.

### 4.3.1 Sigmoid AF

The first AF we investigate is the *sigmoid* function, given in Equation 4.2 [23], and shown in Figure 4.2.

$$\varphi(x) = \frac{1}{1 + e^{-x}}$$

(4.2)

![Figure 4.2. Sigmoid activation function](image)

The *sigmoid* AF takes the output from Equation 4.1 and normalizes it to a value between 0 and 1. The more negative values are closer to zero, while more positive numbers are closer
to one, as shown in Figure 4.2. The non-linear nature of the sigmoid function allows neural networks to better fit curved borders for data classification, although the calculation does take more time relative to linear functions.

4.3.2 ReLU AF

The alternative AF investigated in our neural networks is the ReLU function, given in Equation 4.3 [23], and is shown in Figure 4.3.

\[
\varphi(x) = \begin{cases} 
x, & x > 0 \\
0, & x \leq 0
\end{cases}
\]

(4.3)

The ReLU AF takes the output from Equation 4.1 and sets any negative number equal to zero, and any positive number equal to itself, as shown in Figure 4.3. While the sigmoid function limits a HL node’s output to unity regardless of its magnitude [23], the ReLU function does not limit the positive outputs of a node. This property of the ReLU function helps combat the potential for a vanishing gradient in the training process, in which the
back-propagation calculations train the later layers, but not the earlier layers [23]. The linear nature of the ReLU function allows for faster calculations, though it may not be as powerful in fitting curves to data classification as the non-linear sigmoid function.

### 4.3.3 Softmax AF

The softmax activation function is particularly useful in calculating the final output for neural networks. The softmax function limits the output nodes to a value between zero and one, while also ensuring the sum of all the outputs is equal to one [23]. Equation 4.4 from [23] shows the softmax function equation.

\[
y_i = \varphi(v_i) = \frac{e^{v_i}}{e^{v_1} + e^{v_2} + e^{v_3} + \ldots + e^{v_M}} = \frac{e^{v_i}}{\sum_{k=1}^{M} e^{v_k}}
\]  

Equation 4.4

The subscript \( i \) in Equation 4.4 denotes the \( i \)th node of \( M \) total nodes in the current layer, and \( v_i \) is the output from that node. Therefore, \( y_i \) is the softmax output for node \( i \). Because the softmax function keeps the sum of all outputs of the neural network equal to one, it is particularly useful for classification when there are more than two classification options.

### 4.4 Back-propagation for training neural networks

Back-propagation is the method of propagating the output classification error backwards from the output of the neural network to the input in order to train the network [23]. Kim [23] derives the back-propagation algorithm. The final equations utilized in this thesis are given in Equations 4.5 and 4.6 for the training of weights in our neural networks.

\[
e_i = d_i - y_i \\
\delta_i = \varphi'(v_i) e_i
\]  

Equation 4.5

Equation 4.5 gives the error, and delta calculations for each node of the neural network. In this equation \( d_i \) is the correct output of node \( i \), \( y_i \) is the calculated output of node \( i \), and \( \delta_i \)
is calculated using both the error, $e_i$, and the derivative of the AF, $\varphi'(v_i)$, utilized in that node [23].

$$\Delta W_{ij} = \alpha \delta_i x_j$$

$$W_{ij} \leftarrow W_{ij} + \Delta W_{ij}$$

Equation 4.6 gives the method for calculating the change to each weight, $\Delta W_{ij}$, and then adjusted weight after that change is utilized. In this equation $x_j$ is the input signal for the corresponding weight, $W_{ij}$ [23]. Subscripts $i$ and $j$ denote the $i^{th}$ node in the $j^{th}$ layer of the neural network. The parameter $\alpha$, utilized in calculating the amount in which to change the neural network weights, is the rate at which the network learns. This rate is a value between zero and one, where higher values of $\alpha$ correspond to more aggressive learning. A network with a higher $\alpha$ might train faster, however it might also never achieve an optimal solution by taking too large of leaps every training iteration. Whereas a lower $\alpha$ might train the network so slowly that the time it takes to achieve an optimal solution is prohibitively long for use in real life applications.

For each input in the neural network’s training set, the back propagation algorithm is employed to adjust the weights in and out of each node. This weight adjustment trains the neural network so it can achieve the best $P_c$ when new data is input.
CHAPTER 5:  
Neural Network Classification of M-Sequences

For the utilization of a neural network in the classification of m-sequence codes, we assume that the m-sequence received is one of six possible codes, given in Table 3.1. We also assume that a pre-detector (e.g., an energy detector) has already located the signal, i.e., we assume that a signal is present for all inputs. Therefore, the neural network is only utilized in the classification of the m-sequence used to spread the signal.

5.1  Forming the neural networks

Our experiment compares the $P_c$ for three different setups: 1) a *sigmoid* AF with one HL, 2) a *sigmoid* AF with three HLs, and 3) a *ReLU* AF with three HLs.

The variable $\alpha$ is set to 0.9 for the *sigmoid* AF, and set to 0.01 for the *ReLU* AF. The neural network input layer consists of 31 nodes, and each HL also has 31 nodes. The output layer is made up of six nodes; one for each of the six possible m-sequence codes.

As mentioned in Section 4.3, the AFs used in HL outputs are the *sigmoid* and *ReLU* functions, whereas all final output node values are calculated utilizing the *softmax* function. This ensures each output can be used later for our $P_c$ calculation. The largest value from that output calculation is then set as the network classification when testing the trained neural network.

5.2  Forming training and test sets

To create training and test data sets for deep learning, we ensure an equal number of each code throughout the sets. In the training set, this well-balanced data set ensures the neural network does not over-fit classification of one code over another. For the test set, this allows an accurate representation of the neural network’s ability to classify signals.

In our data set, we ensure an equal number of each m-sequence randomized throughout the set. For the training set, there are 100 of each possible code for a total of 600 arrays. For the test set, there are 1000 of each possible code for a total of 6000 arrays.
5.2.1 Gaussian white noise addition to training set

To investigate the effect noise in the training set has on $P_c$ in the test set, we add randomly generated Gaussian white noise to our training data. We utilize one training set with no noise added, and four others with SNRs of 5 dB, 10 dB, 15 dB, and 20 dB.

\[ x = m + n \] (5.1)

Equation 5.1 shows the received signal by adding noise to the m-sequence signal in the training set. In this equation $n$ is the array of random noise of a given SNR, $m$ is the m-sequence coded waveform, and $x$ is the total received signal. Variables $n$, $m$, and $x$ are all vectors of length $N = 31$.

5.3 Comparing activation functions

The three neural networks mentioned in Section 5.1 are each trained via the five training sets discussed in Section 5.2. From each of these trained neural networks, the HL weights are saved for use in testing the network to calculate $P_c$.

Once a network is trained, Gaussian white noise is added to the test set, with SNR between -20 dB and 20 dB. The $P_c$ is then calculated for an entire test set for each value of SNR. Figure 5.1 shows the percentage for each of the neural network to classify the test data vs. the SNR of that test data.
Figure 5.1. Comparison of $P_c$ for various activation functions when random white Gaussian noise added to neural network training set: (a) ReLU AF with three HL, (b) sigmoid AF with one HL, and (c) sigmoid AF with three HL.

The neural network that utilizes the ReLU AF with three HL is shown in Figure 5.1(a). Of note on this plot is the line signifying SNR of 5 dB in the training set. We notice when
utilizing the ReLU AF with a low SNR training set, the trained weights do not converge properly. In the MATLAB simulation, they instead become not-a-number (NaN) after just a handful of iterations of training, leading to an inability to classify the signal. In Matlab, NaN represents numbers that are neither real nor complex. Through some mathematical calculation in the back-propagation, our weights became either 0/0 or ∞/∞, resulting in MATLAB labeling the weights as NaN.

On all plots in Figure 5.1, an SNR of 15 dB in the training set leads to the highest values for $P_c$ throughout the curves. The next best option for training with the ReLU AF is an SNR of 20 dB, whereas the next best when using the sigmoid AF is the use of no random noise added to the training set.

5.3.1 Comparing best performing neural networks
The next step in this research is to compare the best performing $P_c$ curve from each network in Figure 5.1 against each other. Figure 5.2 shows this comparison between the best trained network for each neural network, while utilizing the 15 dB SNR training set. The performance comparison shows that, with the neural networks set up as discussed in Section 5.1, the sigmoid AF provides better classification of m-sequences of this length.
All neural networks have comparable $P_c$: at -20 dB SNR, $P_c$ ranges from 17.2% to 19.2%, and at 0 dB SNR, $P_c$ ranges from 35% $P_c$ to 38.9%. Also, the $P_c$ curves for all neural networks converge to over 95% $P_c$ beginning at 15 dB SNR to 100% by 20 dB SNR.

The main difference is the separation between the percentage to classify the m-sequence code at the mid-range SNR test set data, between 0 dB to 15 dB SNR. We see at an SNR of 10 dB, the network trained with the ReLU AF and three HL has a $P_c = 79.6\%$, the network trained with the sigmoid AF and three HL is at $P_c = 84.6\%$, and the network with sigmoid AF and one HL has $P_c = 86.9\%$. There is a 7.3% difference in $P_c$ between use of the ReLU AF versus the sigmoid AF. It can also be noted that both neural networks trained with the sigmoid AF are within 3% $P_c$ throughout Figure 5.2. Therefore, both sigmoid networks are comparable in classification performance.
5.3.2 Comparing time to train neural networks

Another comparison of performance for the neural networks is the time required to train the network. Figure 5.3 shows the time to train the three networks. These times are collected on the same computer, on the same day, in which the only program open and running is MATLAB, to ensure a fair time comparison.

![Figure 5.3. Comparison of best computing time required to train the three neural networks.](image)

Figure 5.3 shows that the number of HL plays a large role in the time required to train the network. The network trained with the sigmoid AF and one HL completes training in 29.5 s, whereas the networks trained with three HLs take 80.6 s and 85.7 s for the ReLU and sigmoid trained networks respectively. Of note, both networks with three times the number of HLs increase the time-to-train by almost three times the time it takes to train the network with a single HL.

It is also notable that there is a 5.1 second difference in computation time between the network trained with the ReLU AF, a linear function, than with the sigmoid AF, a non-linear function. This decrease in time for the ReLU function is because the computation for the linear function takes less processing power than for the non-linear function. The difference for a single computation may be insignificant, however when every node uses the function for every iteration of training and back-propagation, the faster speed for the ReLU function can make a significant difference.

5.4 Varying the number of nodes in the hidden layers

The neural networks in Section 5.3 are all constructed with 31 nodes in each HL, which is the same number of nodes as the input layer. To investigate if increasing the number
of nodes in the HLs can increase the ability of the neural network to classify signals, we double the number of nodes so that each HL now contains 62 nodes each. We then re-train the neural networks utilizing the sigmoid AF with a 15 dB SNR training set, for both one and three HLs, to compare performance.

The outcome of doubling the number of nodes in the HLs shows there is no significant change to the network’s $P_c$ curves, as shown in Figure 5.4. The doubling of nodes however doubles the time required to train the networks. The time to train increased from 24.8 s to 57.4 s in the neural network with three HLs. Therefore, the increase in nodes actually worsens the time-to-train performance of the neural network for this application.
5.5 Varying $\alpha$ with the ReLU AF

The training rate $\alpha$ utilized in training the ReLU neural network is 0.01, a relatively low value compared to $\alpha = 0.9$ utilized in training the sigmoid networks. Therefore, we now investigate how an increase in training weight affects classification performance. We utilize the network trained with the ReLU AF and both the training set with 15 dB SNR and the training set with no noise added.
Figure 5.5. Comparison of $P_c$ when varying $\alpha$ utilized in training a neural network with the ReLU activation function: (a) no noise added to training set, (b) 15 dB white noise added to training set, and (c) comparison of best $\alpha$ for classification.
The result of increasing training rate with no noise added to the training set is shown in
Figure 5.5(a). A slight increase in $\alpha$ to a value of 0.02 increases the ability of the network to
classify signals, from $P_c = 86.3\%$ to $P_c = 97.2\%$. However, increasing $\alpha$ to a larger rate of
0.03 leads to a decrease in performance with a $P_c = 53.2\%$. This decrease in performance is
due to the more aggressive training rate’s inability to find the optimal weights, as discussed
in Section 4.4.

Calculated $P_c$ for a network trained with a 15 dB SNR training set is shown in Figure
5.5(b). The training rate between 0.005 and 0.015 provides the comparable results, with $P_c$
between 95.3\% and 96.5\% at as low as 14 dB SNR. Increasing $\alpha$ to 0.02 however, causes a
significant decrease in $P_c$, with a drop to 33.3\% at 20 dB SNR.

The comparison of the network trained with no noise training set and $\alpha = 0.02$ to the
network trained with a 15 dB SNR training set and $\alpha = 0.01$ is shown in Figure 5.5(c). This
plot shows that the neural network trained with a 15 dB SNR training set and $\alpha = 0.01,$
which are the same parameters utilized in Section 5.3, maintains the best performance.

5.6 Comparing matched filter bank classification to neural
network classification

A more practical performance evaluation of the trained neural networks to classify m-
sequences is to compare it to the performance of the traditional matched filter bank method.
To that end, the three trained neural networks in this chapter are compared to the matched
filter bank from Chapter 3.
The $P_c$ curves for all neural networks trained with a 15 dB SNR training set compared to the $P_c$ for the traditional matched filter are shown in Figure 5.6. At the lowest SNR for testing data, -20 dB, our best performing neural network has $P_c = 19.2\%$ and our matched filter simulation has $P_c = 16.5\%$. Also, at the higher SNR, around 15 dB, all the plots begin to converge close to 100\% $P_c$, with the worst performing neural network at $P_c = 98.4\%$ and the matched filter at $P_c = 99.7\%$. It is not until between 10 dB to 11 dB SNR that the matched filter begins outperforming our neural networks. The greatest difference in performance between the matched filter and neural networks is seen in the mid-range, SNR between -15 dB and 10 dB when using the testing data.

At 5 dB SNR the neural networks trained with a sigmoid AF are performing with $P_c =$
57.8%, the neural network trained with the ReLU AF is performing with $P_c = 52.1\%$, and the matched filter bank method is performing with $P_c = 38.5\%$. This is a 19.3% decrease in $P_c$ when utilizing the traditional method for classification.

### 5.6.1 Comparison of time to classify

Another performance comparison of the neural networks versus the traditional matched filter bank is the computational time required for the receiver (i.e., computer using MATLAB) to classify the signals. In a tactical environment every second makes a difference in our ability to make timely decisions.

![Comparison of computing time to classify m-sequences for fully trained neural networks versus a traditional matched filter bank utilizing Monte Carlo simulation.](image)

Figure 5.7 shows the difference in time for fully trained neural networks to classify signals versus the traditional matched filter bank method. The neural network performance in this figure is predicated upon the network already being trained in the classification of m-sequences as discussed previously. There is a 7.6 second decrease in time to classify between the matched filter simulation time of 10.7 s and the sigmoid trained neural network with three HL, which classified the test set in 3.1 s. The matched filter bank method takes nearly four times longer to classify than a trained neural network.

For the neural networks, the majority of time is taken up in the time to train the network, as illustrated by the time difference between Figures 5.3 and 5.7. However, in a tactical
environment, we would not be training the network. We will be employing our forces with fully trained systems ready to execute.
CHAPTER 6: Neural Network Classification to Include “Noise-Only” Signal

The assumption in Chapter 5 is that the spread signal being classified is present amidst the background noise. An interesting research investigation is to add a “noise-only” classification hypothesis in which the neural network is trained to determine if a signal is present. This “noise-only” alternative bypasses the need for a signal energy detector in our circuit prior to classification. A neural network that is able to accurately determine if a signal is present (or not) without the pre-detection circuit and to classify that signal, if present, may increase decision making capabilities by decreasing receiver processing time (since the signal energy detector is removed).

Throughout this chapter a neural network trained to determine if an m-sequence coded signal is present or not will be referred to as having been trained with a “noise-only” classification option. This null hypothesis allows these networks to have seven possible outcomes. On the other hand, neural networks trained as discussed in Chapter 5, in which the signal is assumed present, will be referred to as having been trained without the “noise-only” hypothesis.

6.1 Probability of classification with and without “noise-only” hypothesis

Comparison of the neural networks ability to classify signals with the addition of a “noise-only” outcome versus neural networks without such an option allows us to check the tactical viability of this training. The addition of the “noise-only” hypothesis when random white noise is added to the training set causes the network to falsely train node weights to classify the noise as a signal and vice versa depending on the SNR utilized for the training set as may be expected. Our training set consists of 100 of each possible classifications, the same as in Chapter 5, for a total now of 700 arrays. Our test set consists of 1000 of each possible classifications, for a total of 7000 arrays.
Figure 6.1. Comparison of $P_c$ for neural networks trained with and without “noise-only” classification options: (a) ReLU AF with three HL, (b) sigmoid AF with one HL, and (c) sigmoid AF with three HL.

Because the 15 dB SNR training set afforded the best outcomes in Section 5.3, we will use the same SNR in training the networks with “noise-only” classification options. Figure 6.1 shows $P_c$ curves for each network for training with versus without the “noise-only” hypothesis. Figure 6.1(a) shows the ReLU AF with three HL, (b) shows the sigmoid AF with one HL, and (c) shows the sigmoid AF with three HL.

For all neural networks, the training “without the noise-only” hypothesis outperforms that with the additional classification category (i.e., the null alternative). At 10 dB SNR, the ReLU trained network with three HL shows a 9.2% difference in $P_c$, the sigmoid trained network with one HL a 19.3% difference, and with three HL a 27.8% difference between the training sets with and without the “noise-only” classification option.
The networks trained with a “noise-only” alternative never achieve 100% $P_c$, where each curve levels off below 100% accuracy. In other words, there will always be some probability that one of the hypotheses is misclassified including the null alternative being classified as a signal. At 20 dB SNR, the network trained with the ReLU AF levels off at $P_c = 96.7\%$, the network trained with the sigmoid AF and one HL levels off at 97.2%, and three HL at 82.0%. This lack of 100% $P_c$ may be tactically acceptable depending on the specifications set by the missions in which the classifier is employed in.

6.2 Probability of false alarm ($P_{fa}$) with “noise-only” classification option (or null alternative)

Another risk associated with excluding the energy detector from our circuit is that the neural network may falsely deem that an m-sequence coded signal is received when there is in fact no signal, i.e., only noise is present. The $P_{fa}$ in energy detectors is well discussed in the literature and that $P_{fa}$ depends on two factors: noise energy present and some threshold based on expected signal energy if signal were present.

To test the $P_{fa}$ of the neural networks, we will add a test set with only noise. This test set’s noise varies in power from a variance, $\sigma^2$, between 0 (which corresponds to no noise) to 0.2. The $P_{fa}$ is then calculated for each value of $\sigma^2$ and plotted.
Figure 6.2. Probability of false alarm for a neural network trained with the sigmoid AF and one HL that contains a "noise-only" classification option.

Figure 6.2 shows that, for the sigmoid AF with one HL, if the neural network is trained with 5 dB or 10 dB SNR in the training set, there is greater than 70% $P_{fa}$ for $\sigma^2$ as low as 0.001. For the network trained with a 15dB SNR training set that percentage drops to 18% $P_{fa}$ for $\sigma^2$ greater than 0.16. Recall that classification performance of networks trained with a 15 dB training set is decided to be the best among the ones tested. If 18% $P_{fa}$ is an acceptable margin for non-stringent systems, then a neural network of this type is an acceptable option.
Figure 6.3. Probability of false alarm for neural network with 1 HL, using the \textit{sigmoid} AF, and trained with no noise added to the training set.

When the network is trained with either no-noise or a 20 dB SNR (i.e., very low noise power) training set, the $P_{fa}$ is greatly reduced. This is because in these instances the neural network has a better idea as to what a "no noise" signal should look like because it is trained with low noise. Figure 6.3 shows a semi-log plot of the \textit{sigmoid} network trained with no noise added to the training set. It shows that for the higher noise variance, the $P_{fa}$ is still around 1\%, a much more desirable false alarm rate than the 18\% seen in Figure 6.2.
CHAPTER 7:
Conclusion

This study has shown that the use of trained neural networks as a classifier of m-sequence coded signals offers improved classification performance at mid-range SNR values compared to the classical matched filter bank approach. We determined that a neural network trained with the \textit{sigmoid} AF, one HL, and in which the training set is set to 15 dB SNR offered the best classification performance compared to other variations in this work. This network offered the best $P_c$ curve with the lowest time required for both training the network and testing the classifier. We also determined that the neural network with 31 nodes per HL offered the same performance as one with 62 nodes per HL, while the lower number of nodes decreased the time to train by half.

We also investigated the option of utilizing the neural network to not only as a classifier where spread signal is assumed present, but in a case where the “noise-only” signal is a valid hypothesis and thus an alternative classification outcome. There is a noticeable decrease in performance, as the neural network converged at a $P_c$ less than 100\%. And, if tactically acceptable, given a training set of higher SNR, the $P_{fa}$ was relatively low, which attests to neural network’s potential viability as an option.

7.1 Future work

Though the neural network trained and tested with m-sequence codes that are 31 chips in length showed an increased performance over matched filter bank classification, there is much more to explore. These networks were only tested on a handful of the possible m-sequences. Future research could expand the neural network to look at m-sequences of various lengths instead of a set number of chips. Also, investigating different spread spectrum sequences will be a good study.

These networks were also created via MATLAB code, which is not a programming language utilized in hardware. Further future work could include the training of a neural network in software languages such as C++ or PYTHON and even a true hardware language like Verilog. This network could then be placed into a circuit and tested for the feasibility of
actual use in tactical scenarios.
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